Nonresonant Raman and inelastic x-ray scattering in the charge-density-wave phase of the spinless Falicov-Kimball model
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The dynamical mean-field theory formalism to describe nonresonant inelastic light and x-ray scattering in a charge-density-wave phase is developed and applied to the spinless Falicov-Kimball model on an infinite-dimensional hypercubic lattice at half-filling. At zero temperature, the charge gap in the density of states is exactly equal to $U$; increasing the temperature rapidly fills the gap with subgap states. The nonresonant response function for Raman and inelastic x-ray scattering shows peaks connected with transitions over the gap and transitions that involve subgap states; in addition, the spectra have significant changes in shape as the temperature is raised from zero to $T_c$. In the case of x-ray scattering (when both energy and momentum are transferred), the response function illustrates features of dynamical screening (vertex corrections) in the different (nonresonant) symmetry channels ($A_{1g}$ and $B_{1g}$); dynamical screening is also present in the $A_{1g}$ Raman signal. Finally, we derive and verify the first-moment sum rules for the (nonresonant) Raman and inelastic x-ray response functions in the charge-density-wave phase and we discuss experimental implications for how the sum rules might be employed in data analysis.
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I. INTRODUCTION

Charge-density-wave (CDW) systems possess a static rearrangement of the charge that is modulated by their ordering vector. Since the underlying ionic cores are charged, they will respond to this charge modulation from the electrons, and often create a distorted lattice structure that follows the modulated charge order of the electrons. This is often one of the easiest to measure signals of CDW order, namely the distortion of the unit cell due to the ionic displacement that goes hand-in-hand with the electronic charge modulation; it is more difficult to directly measure the electronic charge modulation in the material.

In this work, we focus on signatures of the CDW order that are present in inelastic light-scattering experiments on CDW systems. Since inelastic Raman scattering is sensitive to different symmetry charge modulations (when polarizers are used on the incident and scattered light), it can provide information about the symmetry of the CDW state which is complementary to the results that would come from an elastic light-scattering measurement such as optical reflectivity (which can measure only one symmetry). Similarly, because inelastic x-ray scattering also allows for an exchange of momentum by the scattered photon, we might anticipate interesting behavior to occur when the ordering wave vector and the transferred momentum are the same.

We develop all of the formalism to generalize the dynamical mean-field theory (DMFT) approach to inelastic Raman and x-ray scattering in the situation when there is a CDW phase on a bipartite lattice with an ordering wave vector equal to $(\pi, \pi, \ldots, \pi)$; our formulas include all effects of vertex corrections including dynamical screening. While the formal development, in terms of the Green’s functions, self-energies, and irreducible vertex functions, is completely general, and can be applied to any many-body model that has CDW order, such as the attractive Hubbard model or the Holstein model, we analyze the formalism for the specific case of the Falicov-Kimball model because the irreducible charge vertex is known exactly, and so we can provide an exact solution to the light-scattering problem. In addition to deriving formulas for the light-scattering spectra, we also examine the first-moment sum rules for these spectra, which are equal to expectation values related to the kinetic and potential energies of the material. These sum rules can be employed to aid in the data analysis of experiments, when higher-energy bands are well separated from the low-energy band that undergoes the CDW order, as already observed in systems that do not have CDW order, such as in the normal state of SmB$_6$ at low temperature. They also provide an alternative way to directly measure the electronic order parameter of the CDW.

We anticipate our results should be relevant to different experimental systems that display charge-density-wave order via nesting on a bipartite lattice at half-filling, especially in compounds which are three dimensional such as $^1$BaBiO$_3$ and $^{Ba_{1-x}}K_x$BiO$_3$, because DMFT is most accurate in higher dimensional systems; it may also be relevant to some layered two-dimensional systems, at least in a semiquantitative fashion. Our work also extends recent results on transport and optical conductivity in CDW systems$^{23}$ to the realm of inelastic light scattering. Since inelastic light-scattering experimental work on CDW systems has focused on Raman scattering of the soft phonon modes, the next step experimentally will likely be to examine the electronic scattering directly (either with Raman or with x rays). Hence this work has the potential to be directly relevant to the next generation of experiments in this area.

The paper is organized as follows: in Sec. II, we derive the formalism for inelastic light scattering in a symmetry broken phase including explicit expressions for Raman scattering, inelastic x-ray scattering, and their first-moment sum rules; this formal development is appropriate for any many-
body model of light scattering with local interactions. In Sec. III, we present our numerical results for the example case of the spinless Falicov-Kimball model and discuss what signatures are likely to be seen in experiment. Our conclusions are presented in Sec. IV.

II. FORMALISM

Since CDW ordering is a static order, it is often well described by static models such as the Falicov-Kimball model. This model was introduced in 1969 to describe metal-insulator transitions in rare-earth compounds and transition-metal oxides. Since then, it has been studied widely within the DMFT community, primarily because it is one of the simplest many-body problems that admits an exact solution (for a review see Ref. 6). The Falicov-Kimball model has two kinds of particles: mobile electrons and localized electrons. Mobile electrons hop from site to site with a hopping integral between nearest neighbors and they interact with the localized electrons when both sit on the same site (the interaction energy is U); we denote the mobile electron creation (annihilation) operator at site i by $\hat{d}^\dagger_i$ ($\hat{d}_i$) and the local electron creation (annihilation) operator at site i by $\hat{f}^\dagger_i$ ($\hat{f}_i$). The model has commensurate CDW order at half-filling and higher-period ordered phases have been examined on the hypercubic lattice (see Ref. 11). Transport calculations in the commensurate CDW phase have also appeared recently.23 For concreteness, we will focus our attention in the formalism section on the Falicov-Kimball model, but the light-scattering formulas have a wider range of applicability.

A. DMFT for the CDW ordered phase

The hypercubic lattice is a bipartite lattice, implying that it separates into two sublattices (called A and B) with the hopping being nonzero only between the two sublattices. In this case, the model will display commensurate (chessboard) CDW order when both the light and heavy particles are half-filled. This CDW order corresponds to the situation where the average filling of the electrons remains uniform on each sublattice, but changes from one sublattice to another (it is commensurate because the lattice is bipartite here). We begin by writing the Falicov-Kimball model Hamiltonian as the sum of its local and nonlocal parts,

$$\hat{H} = \sum_{ia} \hat{H}_i^a + \sum_{iab} \hat{H}^a_{ij} \hat{d}_i^\dagger \hat{d}_j,$$

where i and a=A or B are the site and sublattice indexes, respectively, and $\hat{H}^a_{ij}$ is the hopping matrix, which is nonzero only between different sublattices ($\hat{H}^{AA}_{ij} = \hat{H}^{BB}_{ij} = 0$). The local Hamiltonian is equal to

$$\hat{H}_i^a = U \hat{n}_i^a \hat{n}_i^a - \mu_0^a \hat{n}_i^a - \mu_f^a \hat{f}_i^\dagger \hat{f}_i,$$

with the number operators of the mobile and localized electrons given by $\hat{n}_i^a = \hat{d}_i^\dagger \hat{d}_i$ and $\hat{f}_i^\dagger \hat{f}_i$, respectively. Note that we have introduced different chemical potentials for different sublattices. This is convenient for computations, because it allows us to work with a fixed order parameter, rather than iterating the DMFT equations to determine the order parameter (which is subject to critical slowing down near $T_c$). Of course, the equilibrium solution occurs when the chemical potential is uniform throughout the system ($\mu_0^A = \mu_0^B$ and $\mu_f^A = \mu_f^B$).

We start with the definition of the lattice Green’s function,

$$G^{\text{ab}}_{ij}(\omega) = -\text{Tr}[\mathcal{D}^{-\beta} \hat{d}_i^\dagger(\tau) \hat{d}_j(0)/Z],$$

$$Z = \text{Tr}[\exp[-\beta \hat{H}]],$$

Within a Feynman-diagram formalism, the Green’s function satisfies Dyson’s equation (which in fact is a compact form of the diagrammatic series),

$$\sum_{ic} [(\omega + \mu_0^a)^{\delta_{ac}} - \Sigma^a_{ic}(\omega) + \Sigma^{\text{ab}}_{ic}(\omega)] G^{\text{ab}}_{cj}(\omega) = \delta_{ij} \delta_{ab},$$

where $\omega$ is a real frequency. The unperturbed band structure for the hypercubic lattice with nearest-neighbor (NN) hopping satisfies

$$\epsilon_k = -\sum_{i,j} t^A_{ij} \exp[ik \cdot (\mathbf{R}_{iA} - \mathbf{R}_{jB})] = -2t \sum_{\alpha=1}^{D} \cos k_\alpha a,$$

where $\mathbf{R}_{iA}$ is a lattice vector for site i on sublattice A, and a is the lattice spacing (we set $a=1$).

The first step of DMFT is to scale the hopping matrix element as $t = t' / 2 \sqrt{D}$ (we use $t' = 1$ as the unit of energy) and then take the limit of infinite dimensions $D \rightarrow \infty$. The self-energy is then local,

$$\Sigma^\text{ab}_{ij}(\omega) = \Sigma^a_{ic}(\omega) \delta_{ij} \delta_{ab},$$

and in the case of two sublattices has two values $\Sigma^A(\omega)$ and $\Sigma^B(\omega)$. Now, we can write the solution of the Dyson equation (in a momentum representation) in a matrix form,

$$G_k(\omega) = [z(\omega) - t_k]^{-1},$$

where $z(\omega)$ and the hopping term $t_k$ are represented by the following $2 \times 2$ matrices,

$$z(\omega) = \begin{pmatrix} \omega + \mu_0^A - \Sigma^A(\omega) & 0 \\ 0 & \omega + \mu_0^B - \Sigma^B(\omega) \end{pmatrix},$$

$$t_k = \begin{pmatrix} 0 \\ \epsilon_k \end{pmatrix}. $$

After substituting Eq. (8) into Eq. (7), we obtain three equations for the different Green’s function components,

$$G^{AA}_{k}(\omega) = \frac{\omega + \mu_0^A - \Sigma^A(\omega)}{Z(\omega) - \epsilon_k},$$

$$G^{BB}_{k}(\omega) = \frac{\omega + \mu_0^B - \Sigma^B(\omega)}{Z(\omega) - \epsilon_k},$$

$$G^{AB}_{k}(\omega) = \frac{\omega + \mu_0^B - \Sigma^B(\omega)}{Z(\omega) - \epsilon_k}.$$
\[ G^B_k(\omega) = \frac{\omega + \mu_d^A - \Sigma^A(\omega)}{\Omega^2(\omega) - \epsilon_k^2}, \]  

(10)

\[ G^A_k(\omega) = G^A_k(\omega) = \frac{\epsilon_k}{\Omega^2(\omega) - \epsilon_k^2}. \]  

(11)

with \( \Omega(\omega) \) defined by

\[ \Omega(\omega) = \sqrt{(\omega + \mu_d^A - \Sigma^A(\omega))(\omega + \mu_d^B - \Sigma^B(\omega))}. \]  

(12)

These expressions agree with those of Brandt and Mielsch \(^7\) even though our notation is somewhat different from theirs.

The second step of DMFT is to map the lattice Green’s function onto a local problem by means of the dynamical mean field. Since there are two sublattices, a dynamical mean field \( \lambda(\omega) \) is introduced on each of them. As a result, the local lattice Green’s function on each sublattice becomes

\[ G^{\text{local}}(\omega) = \frac{1}{N} \sum_k G^{\text{local}}_k(\omega) = \frac{\omega + \mu_d^B - \Sigma^B(\omega)}{\Omega(\omega) - \epsilon_k}, \]  

(13)

where

\[ F_{\text{local}}(\Omega(\omega)) = \int d\epsilon \rho(\epsilon) \frac{1}{\Omega(\omega) - \epsilon} \]  

(14)

is the Hilbert transform of the noninteracting density of states (DOS), which satisfies \( \rho(\epsilon) = \exp(-\epsilon^2/t^2)/t^2 \sqrt{\pi} \) for the infinite-dimensional hypercubic lattice.

The second step of DMFT is to map the lattice Green’s function onto a local problem by means of the dynamical mean field. Since there are two sublattices, a dynamical mean field \( \lambda(\omega) \) is introduced on each of them. As a result, the local lattice Green’s function on each sublattice becomes

\[ G^{\text{local}}(\omega) = \frac{1}{\omega + \mu_d^A - \Sigma^A(\omega) - \lambda(\omega)}. \]  

(15)

The third equation that closes the system of equations for \( G^{\text{local}}(\omega), \Sigma^A(\omega), \) and \( \lambda(\omega) \) is obtained from the condition that the local Green’s function can be defined as the Green’s function of an impurity with the same dynamical mean field \( \lambda(\omega) \). Such a problem can be exactly solved and the result is equal to

\[ G^{\text{local}}(\omega) = \frac{1 - n_f^a}{\omega + \mu_d^A - \lambda(\omega)} + \frac{n_f^a}{\omega + \mu_d^B - U - \lambda(\omega)}. \]  

(16)

This last equation must be modified if one solves a different many-body model such as the Hubbard or Holstein model, as one needs to solve the relevant impurity problem for the model being considered; the remainder of the algorithm is identical for other models.

These equations are self-consistently solved numerically. The iterative DMFT algorithm to calculate the lattice Green’s function is as follows: we analytically continue all of the above formulas to the Matsubara frequency axis, because calculations along this axis are much more stable and converge faster than those on the real axis. Then, for a fixed value of the order parameter \( \Delta n^B = n_f^B - n_f^A \), one chooses \( n_f^A \) and \( n_f^B \) in such a way that \( n_f^A + n_f^B = 2 n_f^A \) (\( n_f^A = 1/2 \) for half-filling). With those fixed quantities, we now propose a guess for the self-energy on each sublattice, and then compute the local Green’s function from Eqs. (12) and (13). Then we extract the dynamical mean field on each sublattice from Eq. (15), and find the local Green’s function for the impurity from Eq. (16). This value is substituted into Eq. (15) to calculate the new self-energy. This procedure is repeated until the Green’s function converges and we can calculate the filling of the conduction electrons; the chemical potential for the conduction electrons is adjusted so that the average conduction-electron filling is equal to one-half. In order to find the correct equilibrium order parameter \( \Delta n_f \) at the given temperature, one next calculates the chemical potentials for the \( f \) electrons on each sublattice via

\[ \mu_f^a = -\frac{U}{2} - T \ln \frac{1 - n_f^a}{n_f^a} - T \sum_n \ln \left[ 1 - \frac{U}{\epsilon_n + \mu_f^a - \lambda(\epsilon_n)} \right], \]  

(17)

where we introduce the fermionic Matsubara frequencies \( i \omega_n = \pi T (2n + 1) \). If these two chemical potentials are not equal, then the order parameter chosen initially is incorrect, and one needs to repeat the iterative loop with a new \( \Delta n_f \) to eventually satisfy the equilibrium condition where \( \mu_f^a - \mu_f^B = 0 \); when this condition is satisfied, then \( \Delta n_f \) is the order parameter at that temperature. This algorithm, where the order parameter is fixed and we check for equilibrium by examining the chemical potentials, and then update the fixed order parameter to achieve the equilibrium solution, does not suffer from critical slowing down, which does occur if we instead fix the chemical potentials and iterate the equations until they converge. Generically, the DMFT equations can be solved with an order of magnitude less computer time than if we use this alternative approach. Finally, we repeat this iterative solution on the real axis, with the chemical potentials and fillings fixed at their now known values, which also is much more efficient than trying to do the entire calculation on the real axis. For more complicated models, one most likely will need to fix the chemical potential and iterate the equations (which will be subject to critical slowing down near \( T_c \)), because one cannot solve the impurity problem with a fixed order parameter anymore. This does not create any serious problems, it just requires more computer time.

In Ref. 3, we already analyzed the evolution of the DOS in the CDW-ordered phase. We reiterate the main points which will be needed here. At \( T = 0 \), a real gap develops of magnitude \( U \) with square-root singularities at the band edges. As the temperature increases, the system develops substantial subgap DOS which are thermally activated within the ordered phase. Plots of the DOS can be found in Ref. 3. Note that the singular behavior occurs for one of the “inner” band edges on each sublattice, and that the subgap states develop very rapidly as the temperature rises.

### B. Nonresonant inelastic scattering

Now we develop the formalism for nonresonant light scattering in the CDW phase. We start from the standard formula for the inelastic light-scattering cross section derived by Shastry and Shraiman.\(^{12}\)
\[ R(q, \Omega) = 2\pi \sum_{i,f} e^{-\beta e_i} \frac{1}{Z} \delta(e_f - e_i - \Omega) \times |g(k_i, k_f) e^{i k q / 2} M^g_{\alpha \beta}(q) |i^2 |. \] (18)

It describes the scattering of band electrons by photons with \( \Omega = \omega_l - \omega_q \) and \( q = k_f - k_i \) being the transferred energy and momentum, respectively, \( e^{i \theta} \) is the polarization of the initial (final) states of the photons and \( e^\theta(q) \) denotes the electronic eigenstates. The quantity \( g(q) = (hc^2/\Omega \omega_q)^{1/2} \) is called the “scattering strength” with \( \omega_q = c |q| \). The scattering operator \( M(q) \) is constructed from both the number current operator and the stress tensor which are equal to

\[ j_{\alpha}(q) = \sum_{abk} \frac{\partial j_{\alpha}(k)}{\partial k_a} \delta_{ab} e^{i k q / 2} \delta_b(k - q / 2), \] (19)

and

\[ \gamma_{\alpha, \beta}(q) = \sum_{abk} \frac{\partial j_{\alpha}(k)}{\partial k_a} \delta_{ab} \delta_{\beta k} e^{i k q / 2} \delta_b(k - q / 2), \] (20)

respectively (in models with spin, and additional sum over the \( z \) component of spin is required). Here \( j_{\alpha}(k) \) are the components of the \( 2 \times 2 \) hopping matrix in Eqs. (8). The interaction of an electronic system with a weak external transverse electromagnetic field \( A \) is described by the Hamiltonian,

\[ H_{int} = -\frac{e}{\hbar c} \sum_k j(k) \cdot A(-k) + \frac{e^2}{2 \hbar c^2} \sum_{kk'} A_{\alpha}(k) \times \gamma_{\alpha, \beta}(k + k') A_{\beta}(k'). \] (21)

The scattering operator \( M \) is then constructed from these interaction terms; it has both nonresonant and resonant contributions,

\[ \langle f | M^g_{\alpha \beta}(q) | i \rangle = \langle f | \gamma_{\alpha, \beta}(q) | i \rangle + \sum_{l} \left( \frac{\langle f | j_{\alpha}(k) | l \rangle \langle l | j_{\alpha}(k) | i \rangle}{e_l - e_i} \right) + \frac{\langle f | j_{\alpha}(k) | l \rangle \langle l | j_{\alpha}(k) | i \rangle}{e_l - e_i + \omega_f}. \] (22)

with the sum \( l \) over intermediate states, and after substituting into the cross-section formula, one obtains three terms: a pure resonant term; a nonresonant term; and a mixed term (because it is constructed from the square of the scattering operator).

The nonresonant contribution is

\[ R_N(q, \Omega) = 2\pi g^2(k_i) g^2(k_f) \sum_{i,f} \exp(-\beta e_i) \frac{1}{Z} \delta(e_f - e_i - \Omega) \times \tilde{g}_{\tilde{f}, j} \tilde{g}_{j, f} \delta(e_f - e_i - \Omega). \] (23)

The tilde denotes contractions with the polarization vectors, with the notation \( O_{ij} = \langle i | O | j \rangle \) for the matrix elements of an operator \( O \). (Resonant and mixed diagrams will be examined elsewhere.)

The next step is to evaluate the summations in Eq. (23) via Green’s function techniques. In general, such a procedure is nontrivial. But for the nonresonant contribution it is relatively straightforward.\(^{13,14}\) We start from the Matsubara function built on two time dependent stress-tensor operators,

\[ \chi_{\tilde{f}, \tilde{j}}(\tau' - \tau) = \text{Tr}[T_{\tau} e^{-\beta \tilde{f}_{\tilde{j}}(\tau) \tilde{g}_{\tilde{j}, \tilde{f}}(\tau')}] / Z. \] (25)

The imaginary time dependence of the stress-tensor operator is evolved (in the Heisenberg representation) with respect to the equilibrium Hamiltonian because this is a linear-response calculation. The symbol \( T_{\tau} \) is a time-ordering operator. Further, we perform a Fourier transformation to the imaginary Matsubara frequencies. In thermal equilibrium, the two-particle correlation function depends only on the difference of the two time variables and our Matsubara frequency dependent function can be evaluated as

\[ \chi_{\tilde{f}, \tilde{j}}(i\nu) = \sum_{i,f} \frac{\exp(-\beta e_i)}{Z} \tilde{g}_{\tilde{f}, j} \tilde{g}_{j, f} \frac{1 - \exp(\beta (e_i - e_f))}{1 - \exp(-\beta \epsilon_f)}. \] (26)

Performing an analytic continuation to the real axis \( i\nu \rightarrow \Omega + i0^+ \) produces the known expression,

\[ R_N(q, \Omega) = \frac{2\pi g^2(k_i) g^2(k_f) \chi_{\tilde{f}, \tilde{j}}(q, \Omega)}{1 - \exp(-\beta \epsilon_f)} \] (27)

where we introduced the nonresonant response function,

\[ \chi_{\tilde{f}, \tilde{j}}(q, \Omega) = \frac{1}{\pi} \text{Im} \chi_{\tilde{f}, \tilde{j}}(\Omega + i0^+). \] (28)

Now we have reduced the problem to that of finding the response function built on two stress-tensor operators. Actually, such a function corresponds to a two-particle Green’s function that will be shortly presented in Feynman diagrammatic notation. The Fourier transform of the two stress-tensor correlation function can be represented as a sum over Matsubara frequencies of the “generalized polarizations,”

\[ \chi_{\tilde{f}, \tilde{j}}(i\nu) = T \sum_{m} \Pi_{m, m+1}. \] (29)

where we introduced the shorthand notation \( \Pi_{m, m+1} = \Pi(i\omega_m, i\omega_{m+1} + i\nu) \) for the dependence on the fermionic \( i\omega_m = i\pi T(2m + 1) \) and bosonic \( i\nu = i2\pi T \) Matsubara frequencies. In the case of the CDW ordered phase, the Feynman diagrams for the generalized polarizations \( \Pi_{m, m+1} \) are shown in Fig. 1, where we introduce additional sublattice indices \( a \) to \( l. \) Here, we used the fact that the total reducible charge vertex (shaded rectangle in Fig. 1) is a diagonal function of frequencies for the Falicov-Kimball model [see Eq. (42) below]; for other models, where the vertex is almost certainly no longer diagonal, the analysis is somewhat more complicated. Now one can perform an analytic continuation to the real axis and
replace the sum over Matsubara frequencies by an integral over the real axis,

\[ \chi_q^\gamma(i\nu) = \frac{1}{2\pi i} \int_{-\infty}^{+\infty} d\omega [f(\omega - i\nu) - f(\omega + \Omega)] \times \text{Re}[\Pi(\omega - i\nu, \omega + \Omega + i\nu) - \Pi(\omega + i\nu, \omega + i\nu^* + i\nu)] \]

where \( f(\omega) = 1/[\exp(\beta\omega) + 1] \) is the Fermi distribution function. Then the nonresonant response function is expressed directly in terms of the generalized polarizations,

\[ \chi_V(q, \Omega) = \frac{2}{(2\pi)^2} \int_{-\infty}^{+\infty} d\omega [f(\omega) - f(\omega + \Omega)] \times \text{Re}[\Pi(\omega - i\nu, \omega + \Omega + i\nu) - \Pi(\omega + i\nu, \omega + \Omega^* + i\nu)]. \]  

The next step is to calculate these generalized polarizations. We consider both cases of inelastic light (Raman) and inelastic x-ray scattering. For Raman scattering, we can approximate \( q = 0 \) because the optical photon wavelength is so large, whereas for inelastic x-ray scattering, the transferred momentum is nonzero \( q \neq 0 \).

**C. Raman scattering: \( q = 0 \)**

The nonresonant Raman response function presented in terms of the generalized polarizations in Eq. (31) is reduced to the calculation of the Feynman diagrams in Fig. 1. As a result, our aim is to calculate the sum of the products of the one-particle Green’s functions calculated in DMFT and the charge vertices. Here, the momentum \( k \) enters not only through the band energy term \( \varepsilon_k \) [see Eqs. (9)–(11)] but also through the stress-tensor factors, namely, the derivatives \( \partial^2 \varepsilon(k)/\partial k_q \partial k_{\beta} \). Furthermore, the stress-tensor operator is contracted with polarization vectors \( e^{\alpha} \) [see Eq. (24)] which vary for the different symmetries.

There are three symmetries often examined in experimental systems with cubic symmetry. The \( A_{1g} \) symmetry has the full symmetry of the lattice and for the hypercubic lattice the incident and scattered light are both polarized along the same diagonal direction, so in large dimensions we take the initial and final polarizations to be \( e' = e'' = (1, 1, 1, 1, \ldots) \). The stress-tensor amplitude in the case of \( A_{1g} \) symmetry (for NN hopping) is equal to minus the band energy

Finally, the \( B_{1g} \) symmetry is another \( d \)-wave-like symmetry that involves crossed polarizers along the diagonals. In this case, we take \( e' = (1, 1, 1, 1, \ldots) \) and \( e'' = (-1, -1, -1, \ldots) \), so the stress-tensor amplitude is as follows:

\[ \tilde{\gamma}_{B_{1g}}(k) = \sum_{\alpha,\beta} e'_{\alpha} e''_{\beta} \frac{\partial^2 \varepsilon(k)}{\partial k_{\alpha} \partial k_{\beta}} = -\frac{r^*}{D} \sum_{\alpha=1}^{D} (-1)^{\alpha} \cos k_{\alpha}. \]  

The expanded form of the diagrams for the generalized polarization in the \( B_{1g} \) channel for the CDW chessboard phase is presented in Fig. 2 and is equal to

\[ \Pi_{m, m+1} = \sum_{a,b} \gamma_{B_{1g}}(\text{g}_{k+e_{q}^{2}, (\text{g}_{k+e_{q}^{2}})_{m+1}}) \]
\[
\frac{1}{N} \sum_{k} \gamma_{k}^{cB} G_{k,m}^{AB} G_{k,m+1}^{BB} = \frac{1}{2} (i\omega_m + \mu_d^B - \Sigma_m^B)(i\omega_m + i\nu_l + \mu_d^A - \Sigma_m^A) \frac{F_a(\tilde{Z}_{m+1}) - F_a(\tilde{Z}_{m})}{\tilde{Z}_{m+1} - \tilde{Z}_{m}} \times \frac{\tilde{Z}_{m+1} - \tilde{Z}_{m}}{\tilde{Z}_{m}^2 - \tilde{Z}_{m+1}^2},
\]

(35)

and

\[
\frac{1}{N} \sum_{k} \gamma_{k}^{cB} G_{k,m}^{BB} G_{k,m+1}^{AA} = \frac{1}{2} (i\omega_m + \mu_d^A - \Sigma_m^A)(i\omega_m + i\nu_l + \mu_d^B - \Sigma_m^B) \frac{F_a(\tilde{Z}_{m+1}) - F_a(\tilde{Z}_{m})}{\tilde{Z}_{m+1} - \tilde{Z}_{m}} \times \frac{\tilde{Z}_{m+1} - \tilde{Z}_{m}}{\tilde{Z}_{m}^2 - \tilde{Z}_{m+1}^2},
\]

(36)

Hence, the total expression for the generalized polarization \(\Pi_{m,m+1}\) is

\[
\Pi_{m,m+1} = \frac{1}{2} \left\{ \frac{F_a(\tilde{Z}_{m+1}) - F_a(\tilde{Z}_{m})}{\tilde{Z}_{m+1} - \tilde{Z}_{m}} \left[ (i\omega_m + \mu_d^B - \Sigma_m^B)(i\omega_m + i\nu_l + \mu_d^A - \Sigma_m^A) \times (i\omega_m + i\nu_l + \mu_d^B - \Sigma_m^B) \right] \right\} + \frac{Z_{m+1} F_a(\tilde{Z}_{m+1}) - Z_m F_a(\tilde{Z}_{m})}{Z_{m+1}^2 - Z_{m+1}^2} \left[ \tilde{Z}_{m+1} - \tilde{Z}_{m} \right].
\]

(38)

Then, after substituting this expression for \(\Pi_{m,m+1}\) into Eq. (29) and replacing the summation over fermionic Matsubara frequencies by integrals over the real frequency axis, the total expression for the nonresonant response function equals

\[
\chi_{NRT} = \frac{1}{4\pi^2} \int_{-\infty}^{+\infty} d\omega \left[ (\omega + \mu_d^B - \Sigma^B(\omega))[\omega + \Omega + \mu_d^A - \Sigma^A(\omega)] \frac{F_a(\tilde{Z}(\omega + \Omega)) - F_a(\tilde{Z}(\omega))}{\tilde{Z}(\omega + \Omega) - \tilde{Z}(\omega)} \times [\omega + \Omega + \mu_d^B - \Sigma^B(\omega)]\right],
\]

indicating that this relation continues to hold even in the ordered phases. This formula holds for all models, because it does not depend on the vertex function.

The case of \(A_{1g}\) symmetry has both terms of the Feynman diagram of Fig. 2 contributing to the expression for the nonresonant response function. According to the form of the stress-tensor factor, the summation over momentum of the bare loop yields

\[
\chi_{NRT}(\Omega) = \Omega \sigma(\Omega),
\]

(40)
where we introduce the bare susceptibility,

$$
\chi_{q,m,m+l}^{ab} = -\frac{1}{N} \sum_k G_{k,m} G_{k,q,m+l}^a \frac{\Gamma_{q,m,m+l}^{ab}}{G_{k,m+l}},
$$

(44)

Now, the generalized polarization can be presented in a compact matrix form as follows:

\begin{equation}
\Pi_{m,m+l}^{(2)} = \frac{1}{\Delta_{m,m+l}} \left[ \frac{Z_{m+l} F_{\alpha}(Z_{m+l}) - Z_m F_{\alpha}(Z_m)}{Z_m^2 - Z_{m+l}^2} \right]^2 \left\{ i(2\omega_m + \nu_l) + 2\mu_d B - \Sigma_m - \Sigma_{m+l} \right\} \left[ i(2\omega_m + \nu_l) + 2\mu_d B - \Sigma_m - \Sigma_{m+l} \right]
\end{equation}

(46)
where

$$\Delta_{m,m+l} = \text{det} \left[ \delta_{ab} - T_{m,m+l}^{ab} \right]_{\!\!q=0,m,m+l}$$  \hspace{1cm} (47)

comes from the solution of the Bethe-Salpeter equation in Eq. (43). Finally, the total expression for the nonresonant Raman response is obtained as the sum of the two contributions,

$$\Pi_{m,m+l} = \Pi_{m,m+l}^{(1)} + \Pi_{m,m+l}^{(2)}.$$  \hspace{1cm} (48)

Next, we perform an analytical continuation (which is straightforward because we have the appropriate functional forms which allow us to replace Matsubara frequencies by real frequencies) and substitute into Eq. (31) which yields the final expression for the nonresonant Raman response function in the $A_{1g}$ channel. This step is completely straightforward, so we do not write down the final expressions in terms of integrals over the real frequency.

For other many-body models, such as the Hubbard, or Holstein models, the analysis is more complicated because the vertex is not diagonal, and the analytic continuation will not be possible on a formal level, if the charge vertex cannot be expressed as functions of the Green’s function and self-energy. Nevertheless, one can perform the analytic continuation numerically, and thereby solve the problem, or one can approximate the vertex using different analytic approximations (such as those from perturbation theory) and then formally complete the analytic continuation.

**D. X-ray scattering: $q \neq 0$**

In the case of inelastic x-ray scattering, the incident photon exchanges both energy and momentum with the electronic matter. The entire formalism derived for Raman scattering remains the same as described above and there is no need to rewrite it for this case. The only difference is in the summations over momentum. The Feynman diagrams in Fig. 1 together with the Bethe-Salpeter equation in Fig. 4 contain several momentum summations which can be evaluated separately.\(^{18}\) First, the bare susceptibility in Eq. (44), which enters the Bethe-Salpeter equation for the total charge vertex in Eq. (43), contains the following components:

$$\chi_{m,m+l}^{AA} = \frac{(i\omega_m - \mu_d - \Sigma_m^B)(i\omega_{m+l} + \mu_d + \Sigma_{m+l}^B)}{2Z_m Z_{m+l}} \times \chi_0(\bar{Z}_m,\bar{Z}_{m+l},q)$$  \hspace{1cm} (49)

$$\chi_{m,m+l}^{BB} = \frac{(i\omega_m + \mu_d - \Sigma_m^A)(i\omega_{m+l} + \mu_d + \Sigma_{m+l}^A)}{2Z_m Z_{m+l}} \times \chi_0(\bar{Z}_m,\bar{Z}_{m+l},q) - \chi_0(\bar{Z}_m,\bar{Z}_{m+l},q),$$  \hspace{1cm} (50)

and

$$\chi_{m,m+l}^{AB} = \chi_{m,m+l}^{BA} = \frac{1}{2} \left[ \chi_0(\bar{Z}_m,\bar{Z}_{m+l},q) + \chi_0(\bar{Z}_m,\bar{Z}_{m+l},q) \right],$$  \hspace{1cm} (51)

where

$$\chi_0(\bar{Z}_m,\bar{Z}_{m+l},q) = \chi_0(\bar{Z}_m,\bar{Z}_{m+l},q)$$

$$= - \frac{1}{N} \sum_k \frac{1}{\bar{Z}_m - \epsilon_k - (q/2)Z_{m+l} - \epsilon_{k + (q/2)}}$$

$$= \frac{1}{\nu - Z_m - \epsilon(X) - \epsilon(X) - \epsilon(X) - \epsilon(X) - \epsilon(X)}.$$  \hspace{1cm} (52)

Here, the function $F_\nu(Z)$ is the Hilbert transform of the hypercubic density of states as defined in Eq. (14) and all the transferred momentum dependence is only through the quantity

$$X = \frac{1}{D} \sum_{q_p} \cos q_p.$$  \hspace{1cm} (53)

The second diagram in Fig. 1 contains summations over $k$ and $k'$ which involve stress-tensor amplitudes $\tilde{\gamma}_\nu$,

$$\chi_{m,m+l}^{AA} = \frac{1}{N} \sum_k \tilde{\gamma}_k \left[ G_k^{AB}(q/2,m) G_{k + (q/2,m+l)}^{AB} + G_{k - (q/2,m+l)}^{AB} + G_k^{AA}(q/2,m) \right]$$  \hspace{1cm} (54)

and there are two different terms,

$$\chi_{m,m+l}^{BB} = \frac{1}{N} \sum_k \tilde{\gamma}_k \left[ G_k^{BB}(q/2,m) G_{k + (q/2,m+l)}^{BB} + G_{k - (q/2,m+l)}^{BB} - \chi_0(\bar{Z}_m,\bar{Z}_{m+l},q) \right]$$  \hspace{1cm} (55)

and

$$\chi_{m,m+l}^{AB} = \chi_{m,m+l}^{BA} = \frac{1}{2} \left[ \chi_0(\bar{Z}_m,\bar{Z}_{m+l},q) + \chi_0(\bar{Z}_m,\bar{Z}_{m+l},q) \right],$$  \hspace{1cm} (56)

where

$$\chi_0(\bar{Z}_m,\bar{Z}_{m+l},q) = \chi_0(\bar{Z}_m,\bar{Z}_{m+l},q)$$

$$= - \frac{1}{N} \sum_k \tilde{\gamma}_k \frac{1}{\bar{Z}_m - \epsilon_k - (q/2)Z_{m+l} - \epsilon_{k + (q/2)}}$$

$$= \frac{1}{\nu + X} \left[ \chi_0(\bar{Z}_m,\bar{Z}_{m+l},q) + F_{\nu}(\bar{Z}(\nu_0)) \right] + \chi_0(\bar{Z}_m,\bar{Z}_{m+l},q).$$  \hspace{1cm} (57)

Here the new momentum dependent quantity $X'$ is
with $\alpha_p = 1$ for $A_{1g}$ symmetry and $\alpha_p = (-1)^p$ for $B_{1g}$ symmetry. Now we can express exact formula for the vertex corrections defined by Eq. (45) in the following form:

$$
\Pi_{q,m,m+l}^{(2)} = \frac{1}{\Delta_{q,m,m+l}}[A_{q,m,m+l} + T_{q,m,m+l}^A A_{q,m,m+l} + T_{q,m,m+l}^B A_{q,m,m+l} + B_{q,m,m+l} + T_{q,m,m+l}^A B_{q,m,m+l} + T_{q,m,m+l}^B B_{q,m,m+l} + B_{q,m,m+l}] (59)
$$

where

$$
\Delta_{q,m,m+l} = (1 - T_{q,m,m+l}^A A_{q,m,m+l})(1 - T_{q,m,m+l}^B B_{q,m,m+l}) - T_{q,m,m+l}^A A_{q,m,m+l} B_{q,m,m+l}^A - T_{q,m,m+l}^B B_{q,m,m+l} A_{q,m,m+l}^B.
$$

Finally, the bare loop contribution of the first diagram in Fig. 1 contains summations over momentum $k$ of the product of two Green’s functions and the square of the stress-tensor factor. It is equal to

$$
\Pi_{q,m,m+l}^{(1)} = \chi_0(\bar{Z}_m,\bar{Z}_{m+l},q) + \chi_0(\bar{Z}_m - \bar{Z}_{m+l},q) + \frac{1}{2} \bar{Z}_m \bar{Z}_{m+l}
$$

$$
\times [i(\omega_m + \mu_A - \gamma_A^0)(\omega_m + \mu_B - \gamma_B^0)] - \chi_0(\bar{Z}_m - \bar{Z}_{m+l},q),
$$

and expressed in terms of $\chi_0$ as follows:

$$
\chi_0(\bar{Z}_m,\bar{Z}_{m+l},q) = \chi_0(\bar{Z}_m,\bar{Z}_{m+l},q) + \sum_{k=1}^{2} \bar{Z}_m - \bar{Z}_{m+l,} \frac{1}{2X_m^{(2)}}
$$

$$
\times \left[ \frac{(\bar{Z}_m + \bar{Z}_{m+l})^2 X_m^{(2)}}{1 + X_m^{(2)}} + \frac{X_m^{(2)}(\bar{Z}_m + \bar{Z}_{m+l})}{(1 + X_m^{(2)})^2} \right] \times (F_{\bar{Z}_m}(\bar{Z}_m) + F_{\bar{Z}_m}(\omega_m)) + (1 + X_m^{(2)})^2 \times \frac{(\bar{Z}_m + \bar{Z}_{m+l})^2 X_m^{(2)}}{1 + X_m^{(2)}}
$$

$$
+ \frac{X_m^{(2)}(\bar{Z}_m + \bar{Z}_{m+l})}{(1 + X_m^{(2)})^2} \frac{X_m^{(2)}(\bar{Z}_m + \bar{Z}_{m+l})}{(1 + X_m^{(2)})^2} + 1 - \chi_0(\bar{Z}_m - \bar{Z}_{m+l},q). (61)
$$

The first contribution comes from the kinetic-energy term,

$$
I_K = 2(1 - X) \int_{-\infty}^{+\infty} d\omega d\upsilon \text{Im} \left[ \frac{t^2}{2} \left[ \bar{Z}(\omega) F_{\bar{Z}}(\omega) - 1 \right] \right] - \chi_0^2 \left[ \frac{3t^2}{2} \left[ \bar{Z}(\omega) F_{\bar{Z}}(\omega) - 1 \right] + \frac{t^2}{2} \right],
$$

(67)

and is similar to the case in the uniform case. The other one originates from the potential-energy term and satisfies

$$
I_{\Pi} = \int_{-\infty}^{+\infty} d\omega d\upsilon \text{Im} \left[ \sum_a \left[ \frac{\gamma_a^0(\omega) - \upsilon \upsilon_a}{\chi_0^2} \right] \times \left[ \frac{t^2}{2} \left( 1 - X_0^2 \right) G^{a\alpha}(\omega) + X_0^2 k^{a\alpha}(\omega) \right] + X_0^2 \left[ \bar{Z}(\omega) F_{\bar{Z}}(\omega) - 1 \right] \left[ \frac{\gamma_a^0(\omega) - \upsilon \upsilon_a}{\chi_0^2} \right] \left( \frac{t^2}{2} \right) \right] - \pi \frac{U t^2}{2} (1 - X_0^2)(n_f^f - n_f^B)(n_d^f - n_d^B).
$$

(68)
have contributions only from the potential-energy term. The first contribution in braces has the same shape as the potential-energy contribution of the sum rule in the uniform phase. The other terms appear only in the CDW phase and are proportional to the square of the CDW order parameter ($\Delta n_f^2$).

By examining different points in the Brillouin zone (BZ), one can extract information regarding the potential and kinetic-energy contributions or of the order parameter. For instance, in the case of Raman scattering ($q=0, X=1$) we have contributions only from the potential-energy term ($I_K = 0$), which are different for the $A_{1g}$ symmetry ($X'=1$),

$$I_{II} = \int_{-\infty}^{+\infty} d\omega f(\omega) \text{Im} \left\{ \sum_a \left[ \Sigma^a(\omega) - Un_f^a \right] \Delta_a(\omega) + \left[ \tilde{Z}(\omega)F_\omega \right][\tilde{Z}(\omega) - 1] \right\} \right\},$$

and for the $B_{1g}$ symmetry ($X'=0$),

$$I_{II} = \int_{-\infty}^{+\infty} d\omega f(\omega) \text{Im} \left\{ \sum_a \left[ \Sigma^a(\omega) - Un_f^a \right] \frac{\Delta^a(\omega)}{2} \right\}$$

$$- \frac{\pi}{2} U \rho(\Delta^a(\omega) - n_f^a)(n_f^a - n_f^d).$$

For other points in the BZ (inelastic x-ray scattering), we have contributions from both the kinetic and potential-energy terms. For instance, for the case of $B_{1g}$ symmetry along the BZ diagonal ($q=(q,q,q,q,\ldots), -1 \leq X \leq 1, X'=0$) and for all symmetry channels at the BZ corner ($q=(q,q,q,q,\ldots), X=-1, X'=0$) we have

$$I_K = 2(1-X) \int_{-\infty}^{+\infty} d\omega f(\omega) \text{Im} \left\{ \frac{\rho^2}{2} \left[ \tilde{Z}(\omega)F_\omega \right][\tilde{Z}(\omega) - 1] \right\} \right\},$$

$$I_{II} = \int_{-\infty}^{+\infty} d\omega f(\omega) \text{Im} \left\{ \sum_a \left[ \Sigma^a(\omega) - Un_f^a \right] \frac{\Delta^a(\omega)}{2} \right\}$$

$$- \frac{\pi}{2} U \rho(\Delta^a(\omega) - n_f^a)(n_f^a - n_f^d).$$

One can see that in this case the kinetic-energy contribution is equal (up to an overall constant) to the average kinetic energy which also enters the sum rule for optical conductivity.

### III. NUMERICAL RESULTS

We begin with an analysis of nonresonant Raman scattering in the CDW phase. We present results for the cases of a dirty metal with $U=0.5$ (Fig. 5), a near-critical Mott insulator with $U=1.5$ (Fig. 6), and a moderate-gap Mott insulator with $U=2.5$ (Fig. 7).

In Fig. 5, we plot the Raman response function for different temperatures in the case of a dirty metal with $U=0.5$. At temperatures higher than the critical one for CDW order, we

![FIG. 5. (Color online) Nonresonant Raman response function for the two symmetry channels [(a) being the $B_{1g}$ channel and (b) being the $A_{1g}$ channel] in a dirty metal with $U=0.5$. The set of curves corresponds to a range of temperatures from the uniform to the ordered phase ($T_c=0.034$).](image)

![FIG. 6. (Color online) Nonresonant Raman response function for the two symmetry channels in a near-critical Mott insulator with $U=1.5$. The set of curves corresponds to a range of temperatures from the uniform to the ordered phase ($T_c=0.075$).](image)
see the expected behavior for a dirty metal; namely, there is a peak at low energy and a spread on the order of the metallic bandwidth. The system does not have a low-energy Fermi-liquid peak, because it is not a Fermi liquid. Below the critical temperature, when the CDW gap arises, the shape of the response function changes significantly. The main peak is shifted to higher frequency at $\Omega=U$, which corresponds to transitions between the lowest band at $\omega\leq-U/2$ and the upper band at $\omega\geq-U/2$ (see the DOS in Ref. 3). Two additional peaks at lower frequencies correspond to the transitions from the upper and lower bands onto the subgap states and between the subgap states (which are present for a wide range of temperatures below $T_c$ but above $T=0$). Because the subgap DOS vanishes at $T=0$, these peaks must vanish with $T\rightarrow0$. In addition, because the self-energy becomes a frequency independent constant on each sublattice at $T=0$ (0 on one sublattice and $U$ on the other), the irreducible charge vertex, and hence the vertex corrections, also vanish at low temperature. In panel (a), we plot the nonresonant response function for the $B_{1g}$ symmetry. In this symmetry channel, there is a sharp main peak with a square-root singularity at $T=0$. This behavior was already seen in the optical conductivity, and follows for the Raman scattering directly from the Shastry-Shraiman relation in Eq. (40). For the $A_{1g}$ channel, as plotted in panel (b), the response is much smaller and smooth (without sharp singularities) and there are two reasons for this. At high temperatures, and just below $T_c$, we have the effects of dynamical charge screening for the $A_{1g}$ scattering channel which suppresses the total response. On the other hand, the charge vertex is proportional to $U^2n_{f}^2(1-n_{f}^2)$ (see Ref. 16) and in the charge-ordered phase, where $n_{f}^g\rightarrow1$ and $n_{f}^f\rightarrow0$ for $T\rightarrow0$, it decreases rapidly as $e^{-E_a/T}$, where $E_a$ is the activation energy required to flip the occupation of the $f$ state at a single site. This thermally activated disordering of the chessboard phase also gives rise to the subgap states. As a result, the vertex contributions (dynamical charge screening) become negligible at low temperatures [for example, increasing the response in Fig. 5(b)] and the total Raman response is determined by the bare loop contributions only. The expressions for the bare loop contributions [Eq. (38) for $B_{1g}$ symmetry and Eq. (41) for $A_{1g}$ symmetry] follow from Eqs. (61) and (62) by choosing $q=0$ ($X=1$) and $X'=0$ for the $B_{1g}$ symmetry and $X'=1$ for the $A_{1g}$ symmetry; the terms with $X'^2$ in Eq. (62) determine the difference of the bare responses in the different symmetry channels. From a mathematical standpoint, the presence of the additional terms due to a nonvanishing $X'$ removes the singularity at the CDW gap edge which is in $\chi_0$. From a physical standpoint, the different symmetries respond differently to the charge excitations. The $A_{1g}$ channel responds with the full symmetry of the lattice, and the effect of the modulated CDW tends to average out this response so that the singular feature disappears, while this does not occur for the $B_{1g}$ channel, where a greatly enhanced response occurs near the charge gap. Hence, even though the vertex corrections vanish, which normally are required to guarantee that the system can screen long-wavelength uniform charge fluctuations, the averaging effect of the CDW guarantees that the system can continue to screen these charge fluctuations even when the vertex corrections vanish.

For nonresonant inelastic x-ray scattering, we investigate the behavior of the response functions for the different transferred momentum values $q$ in the first Brillouin zone. Because all the momentum dependence enters only through the parameters $X$ and $X'$, we must first understand their behavior in the BZ. We want our results to make contact with real physical systems, like a two-dimensional system, so we...
choose the following paths in the first BZ: the zone-diagonal (zd) path lies in the so-called $\Sigma$-direction with $q=(q,q,q,q,...)$ and $-1 \leq X \leq 1$; the zone-edge (ze) path lies in the $Z$ direction with $q=(\pi,q,\pi,q,...)$ and $-1 \leq X \leq 1$, and then continues along the zone-edge path in the $\Delta$ direction with $q=(q,0,q,0,...)$ and $0 \leq X \leq 1$. These results are depicted in Fig. 8. The corresponding dependence of $X$ and $X'$ along these paths is plotted in Fig. 9. One can see that along the $Z$ direction, the $X'$ value and, as a result, the response functions, are the same in both symmetry channels. For other directions, they are different. In addition, $X'=0$ along the zone-diagonal $\Sigma$ direction for the $B_{1g}$ symmetry and the corresponding response function is determined only by the bare contributions with no vertex corrections (or dynamical screening) entering.

Having established the values of $X$ and $X'$ that we are using, we now show our numerical calculations of the nonresonant inelastic x-ray response functions for the case of a dirty metal with $U=0.5$ at different temperatures and transferred momentum. In Fig. 10, we present results for the $B_{1g}$ symmetry and in Fig. 11 for the $A_{1g}$ symmetry. At the zone center ($X=1$), the response is the Raman scattering (see figures above) with sharp features in the $B_{1g}$ channel and with a strong suppression in the $A_{1g}$ channel. Because the results for the near-critical Mott insulator with $U=1.5$ are similar to the results for the other two $U$ values, we do not show them here. But, we do plot the results for a small gap Mott insulator, with $U=2.5$ in Figs. 12 and 13. Here, we continue to see similar behavior to what is seen for $U=0.5$, namely, the character of the response changes rapidly as we move away from the zone center, the differentiation of the results for different symmetry channels is reduced, and the results coincide at the zone corner. We also see an enhancement of the signal and a generic broadening of the peaks as we move from the zone center to the zone corner.

![FIG. 8. Schematic of the first Brillouin zone with the high-symmetry points labeled. Although we work in infinite dimensions, we are trying to make contact with the two-dimensional BZ.](image)

![FIG. 9. (Color online) Plot of $X$ and $X'$ along the zone-diagonal path and zone-edge path in the first Brillouin zone.](image)

![FIG. 10. (Color online) Nonresonant x-ray scattering response function in the $B_{1g}$ channel for $U=0.5$ along the zone diagonal and zone edge of the first Brillouin zone. The set of curves correspond to temperatures $T=0.04$, $0.03$, $0.02$, and $0.015$.](image)

![FIG. 11. (Color online) Nonresonant x-ray scattering response function in the $A_{1g}$ channel for $U=0.5$ along the zone diagonal and zone edge of the first Brillouin zone. The set of curves correspond to temperatures $T=0.04$, $0.03$, $0.02$, and $0.015$.](image)
Since we have derived first-moment sum rules for all of the response functions, we checked our numerical results by integrating the first moment of the response function and comparing that answer to the results of the moment sum-rule expectation values, which are evaluated on the imaginary axis. In all cases we examined, we achieved essentially perfect agreement, with errors less than 0.1%, and arising primarily from the discretization we used in our frequency grid for the numerical integrations.

But the sum rules can actually tell us more about the system. One of the hallmarks of the $f$-sum rule for the optical conductivity is that the sum rule is fixed and does not change with temperature or interaction strength, so spectral weight is never lost or gained. In a projected low-energy model, this result no longer holds, and the low-energy spectral weight can change with temperature or $U$, but, as is often the case, the changes are quite small at low temperature. We can of course investigate this for our system in the CDW phase, by examining how the sum rule evolves for different parameters. We begin with a plot of the sum rule for the case of strongly correlated insulator $U=2.5$ in the $B_{1g}$ channel in Fig. 14 and for the $A_{1g}$ channel in Fig. 15. One can see, that for such values of Coulomb interaction the main contribution to the sum rule comes from the potential-energy part. The momentum dependence of the sum rule in the $B_{1g}$ channel is weak for the potential-energy contribution and strong for the kinetic-energy one [notice the $1-X$ factor in Eq. (67)]. For the $A_{1g}$ channel, both contributions have strong momentum dependence. For both symmetries, the largest values of the sum rule (total and for each contribution) are observed at the BZ corner $M$ point ($X=−1$) in both the uniform phase and the CDW phase, as could have been guessed due to the enhancement of the overall spectral functions we observed above (once again, in the CDW phase, we see an additional enhancement due to the ordering). The increase in the sum rule below $T_c$ is linear in $T_c−T$ and proportional to the square of the CDW order parameter $(\Delta n)^2$; this implies that if an experimental system has a nice separation between the low and high energy bands, then one could use this spectral weight to measure the order parameter as a function of temperature. For small values of $U$ (see Figs. 16 and 17), the kinetic-energy contribution gives the main contribution into the total sum rule. The kinetic-energy contribution continues to display strong momentum dependence and for some momentum its temperature dependence becomes quite nonlinear below $T_c$, as we already saw for the optical sum rule.\(^3\)

FIG. 12. (Color online) Nonresonant inelastic x-ray scattering response function in the $B_{1g}$ channel for $U=2.5$ along the zone diagonal and the zone edge of the first BZ. The set of curves corresponds to the temperatures $T=0.08, 0.07, 0.06$, and 0.04.

FIG. 13. (Color online) Nonresonant inelastic x-ray scattering response function in the $A_{1g}$ channel for $U=2.5$ along the zone diagonal and the zone edge of the first BZ. The set of curves corresponds to the temperatures $T=0.08, 0.07, 0.06$, and 0.04.

FIG. 14. (Color online) $B_{1g}$ sum rules as a function of temperature for $U=2.5$. (a) The kinetic-energy contribution $I_{K}/(1−X)$: 1—zone-diagonal $\Sigma$-direction ($−1≤X≤1$, $X'=0$); 2—$X$-point at zone-edge ($X=0$). (b) The potential-energy contribution $I_{P}$: 1—zone-diagonal $\Sigma$-direction ($−1≤X≤1$, $X'=0$); 2—zone-edge $X=−0.5$; 3—zone-edge $X=0$ ($X$-point); 4—zone-edge $X=0.5$. The thin lines correspond to the uniform solution artificially continued below $T_c$.\(^{115130-13}\)
IV. CONCLUSIONS

In this work, we developed the formalism (within DMFT) to calculate the nonresonant inelastic Raman and x-ray scattering in the case when the system develops CDW order at low temperature. The formalism is a straightforward generalization of the results in the paramagnetic phase, but requires a careful accounting of the different sublattices and how they enter into the diagrammatic expansions, and hence is technically quite challenging. We also derived first-moment sum rules for these spectra and related the sum rules to different expectation values that can be immediately calculated. We find that the sum rules relate to the potential energy in some cases, while in other cases, both the kinetic energy and the potential-energy terms enter into the expectation values (and also the CDW order parameter).

We applied our formalism to the case of the spinless Falicov-Kimball model because the charge vertex is known exactly for that system, and hence we can find an exact numerical solution to the light-scattering response functions. The main numerical result that we find is that there is very strong temperature dependence that sets in once we pass through \( T_c \). This occurs because the system rapidly depletes subgap states as it forms the CDW gap, and then develops a square-root singularity due to the pileup of states at \( T=0 \).

These features can be immediately seen in the light-scattering response functions, but are symmetry selective. When vertex corrections act to screen the light scattering at high temperatures (near and above \( T_c \)), the square-root singularity is suppressed in the \( A_{1g} \) channel, as is the overall magnitude of the light-scattering signal. At low temperatures, the most important effects are due to nesting of the transferred momentum in BZ and due to an effective screening of uniform charge fluctuations which arises due to an averaging effect over the modulated charge distribution of the system. The qualitative shape of the response function for inelastic x-ray scattering, where the spectra has almost a discontinuous jump near the gap, is an unexpected result, that occurs when one combines the square-root singularity associated with the pileup of the density of states near the gap edge with the nontrivial nesting effects and the dynamical charge screening effects of the many-body system. While we see an enhancement of the response, a broadening of the spectra, and an increase in the magnitude of the sum rule as we move from the zone center to the zone corner, we do not see any dramatic changes in the shape of the spectra associated with the fact that we can transfer momenta that is equal to the ordering wave vector of the CDW but we do see a significant overall enhancement of the signal. This turns out to be similar to what was seen in the dynamical charge susceptibility of the model as one approaches \( T_c \) from above, and may be related to the fact that the Falicov-Kimball model has a reducible charge vertex that assumes very different behavior for dynamical charge fluctuations as it does for static charge fluctuations, which give rise to the underlying CDW order. If true, then we would anticipate even larger effects in models where the charge vertex is not decoupled in this fashion, such as the Hubbard or Holstein model, but resolving this question is a problem for the future.

FIG. 15. (Color online) \( A_{1g} \) sum rules as a function of temperature for \( U=2.5 \). (a) The kinetic-energy contribution \( IK/(1-X) \): 1—zone-diagonal \( X=0 \); 2—\( M \) point at zone corner \( (X=-1) \); 3—\( X \) point at zone edge \( (X=0) \). (b) The potential-energy contribution \( IP \): 1—\( \Gamma \) point at BZ center \( (X=1) \); 2—zone diagonal \( X=0 \); 3—BZ corner \( X=-1 \) (\( M \)-point); 4—zone edge \( X=0 \) (\( X \)-point). The thin lines correspond to the uniform solution artificially continued below \( T_c \).

FIG. 16. (Color online) \( B_{1g} \) sum rules as a function of temperature for \( U=0.5 \) (we plot the same cases as in Fig. 14).
Our numerical work focused on the case of half-filling. One might ask what would happen away from half-filling. While it is true that the CDW phase can be seen as the first ordered phase as we go from the normal state to an ordered state at \(T_c\), we do not know whether the AB ordered phase survives all the way to \(T=0\) or whether there are subsequent phase transitions, perhaps to incommensurate phases as \(T\) is further reduced. For this reason, we have not chosen to solve such problems in this work. In the high-temperature phases, the potential would need to be located outside of the gap, and so we would expect to see more response at low energies, but as the \(T\) was further lowered, we expect incommensurate order to enter, and for the system to have a well developed gap, so that the results would most likely similar to those shown here. On the other hand, there is another possible scenario at low temperatures for some densities of the mobile and localized electrons when, instead of the incommensurate order, the phase separation into chessboard and uniform phases can take place. In this case the total response will be a sum of the responses for the chessboard and uniform phases weighted by the volume fractions of these phases.

We believe our results will be most relevant to electronic Raman or x-ray scattering on CDW ordered systems in three dimensions. So far, most of the Raman scattering work has focused on understanding how phonons behave as one passes through the transition, including the behavior of the phonon softening for the CDW mode. We hope that our results will inspire experimental groups to also consider examining electronic Raman scattering in CDW systems to see whether they display the kinds of features that we showed here.

In the future, we will generalize the resonant light-scattering formalism to the CDW phase and examine what modifications enter into the response functions in that case.
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APPENDIX: SUM-RULE DERIVATION

In this appendix, we present details for the derivation of the first-moment sum rules of inelastic light and x-ray scattering in the ordered CDW phase. To begin, we must evaluate the first commutator in Eq. (63) which yields,

\[
[H, \tilde{\gamma}(q)] = U \sum_{ij} t_{ij}^{\alpha\alpha} e^{iQ(R_i^e-R_f^e)} e^{-i(q/2)(R_i^e+R_f^e)} (\tilde{R}_{ij}^\alpha - \tilde{R}_{ij}^{\alpha\alpha}) \hat{d}_{ij}^\dagger \hat{d}_{ij}.
\]

Here we introduce the notations \(A=B\) and \(B=A\) and use the fact that the hopping integral connects only sites which belong to different sublattices.

The second commutator now gives

\[
\{\gamma(q)[H, \tilde{\gamma}(q)]\} = U \sum_{ij} t_{ij}^{\alpha\alpha} e^{iQ(R_i^e-R_f^e)} (e^{-i(q/2)(R_i^e+R_f^e)} (\tilde{R}_{ij}^\alpha - \tilde{R}_{ij}^{\alpha\alpha}) - e^{-i(q/2)(R_i^e-R_f^e)} (\tilde{R}_{ij}^\alpha - \tilde{R}_{ij}^{\alpha\alpha}) \hat{d}_{ij}^\dagger \hat{d}_{ij})
\]

Next, we use the fact that the hopping is allowed only between NN sites, and we replace \(j=i+\delta\) in \(t_{ij}^{\alpha\alpha}\), where \(\delta\) runs over all of the NNs of site \(i\), to obtain

\[
\{\gamma(q)[H, \tilde{\gamma}(q)]\} = U t^2 \sum_{i\delta} e^{-iQ(\delta+\delta')} ((e^{-i(q/2)(\delta+\delta')} (\tilde{R}_{i\delta}^\alpha - \tilde{R}_{i\delta+\delta'}^{\alpha\alpha}) - e^{-i(q/2)(\delta+\delta')} (\tilde{R}_{i\delta}^\alpha - \tilde{R}_{i\delta+\delta'}^{\alpha\alpha}) \hat{d}_{i\delta}^\dagger \hat{d}_{i\delta+\delta'})
\]

FIG. 17. (Color online) \(A_{1g}\) sum rules as a function of temperature for \(U=0.5\) (we plot the same cases as in Fig. 15).
The first term contains expectation values of three operator products which can be calculated by introducing an auxiliary field $\mu'_q \rightarrow \mu_q + \delta \mu'_q$ at site $l$ into the Hamiltonian and taking a functional derivative,

$$
\langle \hat{\rho}^a_{ij} \hat{\rho}^b_{ij} \rangle = T \sum_m \left[ T \frac{\partial G_{ij}^m(i \omega_n)}{\partial \mu_{i,f}} + n_{i,f} G_{ij}^{ab}(i \omega_m) \right] \\
= T \sum_m \left[ G_{ij}^{ab}(i \omega_m) T \frac{\partial \Sigma_{ij}^m(i \omega_n)}{\partial \mu_{i,f}} G_{ij}^{ab}(i \omega_m) + n_{i,f} G_{ij}^{ab}(i \omega_m) \right].
$$

(A4)

One can immediately calculate the derivative,

$$
T \frac{\partial \Sigma_{ij}^m(i \omega_n)}{\partial \mu_{i,f}} = \frac{1}{(G_m^r)^2} \frac{U n_{i,f}^r (1 - n_{i,f}^r)}{U G_m^r}
$$

(A5)

from the solution of the single-impurity problem. After substituting this result into Eq. (A3), we find that

$$
I = - \frac{\pi T}{2} \sum_m \sum_a \frac{1}{2} \sum_k G_{ij}^{ab}(i \omega_m) \left[ \epsilon_{k,q}^2 - \epsilon_{k}^2 \right] + \sum_k \sum_m \left[ \frac{1}{N} \sum \frac{G_{ij}^{ab}(i \omega_m) \epsilon_{k,q} - \epsilon_k}{G_m^r} \right] \\
+ \frac{\pi T}{2} \sum_m \sum_a \sum_k \left[ \frac{1}{N} \sum \frac{G_{ij}^{ab}(i \omega_m) \epsilon_{k,q}}{G_m^r} \right] \\
\times \frac{1}{N} \sum_k G_{ij}^{ab}(i \omega_m) \epsilon_{k,-(q2)} - Q \\
+ \frac{1}{N} \sum_k \frac{G_{ij}^{ab}(i \omega_m) \epsilon_{k,q} - \epsilon_k}{G_m^r} \Sigma_{ij}^m(i \omega_n) \\
\times (\epsilon_{k,q}^2 - \epsilon_{k,-(q2)}^2 + \epsilon_{k,q}^2 - \epsilon_{k,q}^2).
$$

(A6)

The summations over momentum can be explicitly performed as follows:

$$
\frac{1}{N} \sum_k G_{ij}^{ab}(i \omega_m) \epsilon_{k,-(q2)} - Q = X \left[ \bar{Z}_m F_{\omega} (\bar{Z}_m) - 1 \right],
$$

$$
\frac{1}{N} \sum_k G_{ij}^{ab}(i \omega_m) \epsilon_{k,-(q2)} - Q = \frac{\sum_k}{Z_m} \left\{ \frac{t^{r^2}}{2} [1 - X^{(r^2)} F_{\omega} (\bar{Z}_m) + X^{(r^2)} Z_m (\bar{Z}_m F_{\omega} (\bar{Z}_m) - 1)] \right\},
$$

$$
\frac{1}{N} \sum_k G_{ij}^{ab}(i \omega_m) \epsilon_{k,-(q2)} - Q = \frac{\sum_k}{Z_m} \left\{ \frac{t^{r^2}}{2} \left[ 1 - Z_m (\bar{Z}_m F_{\omega} (\bar{Z}_m) - 1) \right] \\
- X^{(r^2)} [1 - \frac{3}{2} t^{r^2} (\bar{Z}_m F_{\omega} (\bar{Z}_m) - 1) \right\],
$$

(A7)

where

$$
Z_m = i \omega_m + \mu_d^a - \Sigma_m.
$$

(A8)

Finally, the sum rule (first moment of the response function) contains two contributions,

$$
I = I_K + I_{11}.
$$

(A9)

The first contribution comes from the kinetic-energy term,

$$
I_K = 2 (1 - X) \int_{-\infty}^{+\infty} d\omega \left[ \epsilon_{k,q}^2 - \epsilon_{k}^2 \right] F_{\omega} (\bar{Z}_m) - 1 \right],
$$

$$
\sum_k \left[ \frac{1}{G_m^r} \right] \\
- \frac{\pi T}{2} \sum_m \sum_a \frac{1}{N} \sum \frac{G_{ij}^{ab}(i \omega_m) \epsilon_{k,q} - \epsilon_k}{G_m^r} \Sigma_{ij}^m(i \omega_n) \\
\times (\epsilon_{k,q}^2 - \epsilon_{k,-(q2)}^2 + \epsilon_{k,q}^2 - \epsilon_{k,q}^2).
$$

(A6)

The summations over momentum can be explicitly performed as follows:

$$
\frac{1}{N} \sum_k G_{ij}^{ab}(i \omega_m) \epsilon_{k,-(q2)} - Q = X^{(r^2)} Z_m F_{\omega} (\bar{Z}_m) - 1 \right],
$$

(A10)

and the second one comes from the potential-energy term,

$$
I_{11} = \frac{\pi T}{2} \sum_m \sum_a \left[ \frac{1}{N} \sum \frac{G_{ij}^{ab}(i \omega_m) \epsilon_{k,q} - \epsilon_k}{G_m^r} \right] \\
\times (\epsilon_{k,q}^2 - \epsilon_{k,-(q2)}^2 + \epsilon_{k,q}^2 - \epsilon_{k,q}^2).
$$

(A11)

Using the identities $\bar{Z}_m F_{\omega} (\bar{Z}_m) - 1 = \lambda^A(\omega) G^{A} (\omega)$ and $\left[ G^{(n,m)} \right] = Z^m (\omega) - \lambda^A(\omega)$, we can rewrite the potential-energy term contribution in the final form of Eq. (68), where we use the fact that in equilibrium $\mu_d^a = \mu_d^b$ and $Z^m (\omega) - Z^b(\omega) = \Sigma^A(\omega) - \Sigma^B(\omega)$.


