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The two-state, one-dimensional, spinless Fermi gas (Falicov-Kimball model) is studied exactly by numerical calculation and perturbation theory. Rigorous results are presented for small interaction strength and (restricted) coherent and incoherent phase diagrams are calculated for two specific examples. The numerical calculations are extrapolated to provide a qualitative picture of the complete solution. The result includes a fractal structure in which the ground-state changes discontinuously as a function of the parameters.

I. INTRODUCTION

It is generally accepted that many properties of heavy-fermion systems and intermediate-valence compounds as well as the phenomena of metal-insulator transitions, itinerant magnetism, metallic crystallization, alloy formation, etc., result from the properties of strongly correlated electrons. There are, however, very few exact results available for correlated electronic systems, and approximate methods are sometimes contradictory. In 1969, the Falicov-Kimball model was introduced as a model for metal-insulator transitions. It remains one of the simplest interacting fermion systems in which electron correlation effects may be studied exactly. Several rigorous results have already been obtained for the one-band spinless version of the Falicov-Kimball model: Brandt and Schmidt calculated upper and lower bounds for the ground-state energy in two dimensions; Kennedy and Lieb proved theorems on range-order for arbitrary dimensions; Brandt and Mielisch obtained an exact solution in infinite dimensions; and Jędrzejewski et al. performed numerical studies in two dimensions. In this contribution we present additional rigorous results and restricted phase diagrams for the one-dimensional Falicov-Kimball model at $T=0$.

The Hamiltonian for the one-dimensional Falicov-Kimball model defined on a lattice of $N$ sites with periodic boundary conditions (PBC) is

$$H = -t \sum_{j=1}^{N} (c_j^\dagger c_{j+1} + c_{j+1}^\dagger c_j) + U \sum_{j=1}^{N} c_j^\dagger c_j W_j,$$

where $c_j^\dagger$ ($c_j$) are fermionic creation (annihilation) operators for a spinless electron at site $j$, $W_j$ is a classical variable that is $1$ ($0$) if an ion occupies (does not occupy) the $j$th site of the lattice, $t$ is the hopping integral between nearest neighbors, and $U$ is the ion-electron on-site interaction. The first term in (1) is the kinetic energy of the itinerant electrons and the second term is the interaction between electrons and ions. The total electron number $N_e = \sum_{j=1}^{N} c_j^\dagger c_j$ and the total ion number $N_i = \sum_{j=1}^{N} W_j$ are both conserved quantities.

The Hamiltonian (1) for the Falicov-Kimball model has various physical interpretations. It was originally introduced to examine the mutual interaction of mobile $d$ electrons (our electrons) with localized $f$ electrons (our ions) in transition-metal oxides. It has recently been proposed as a model for crystalline formation—if the ion configuration $\{W_j\}$ of the ground state is periodic, then this model provides a mechanism for electron-induced crystalline order. It also describes a one-dimensional binary-alloy problem with the following map: occupied site yields ion of type $A$, empty site yields ion of type $B$, and $U \rightarrow U_A - U_B$ the difference in electron-ion site energy between ions of type $A$ and type $B$. We finally note that the Hamiltonian (1) is identical to the one-dimensional tight-binding Schrödinger equation with an on-site potential that can assume two different values ($0$ and $U$). The tight-binding Schrödinger equation has been studied for random $\{W_j\}$ by mathematicians and physicists and has been investigated recently for aperiodic deterministic sequences.

Since the electrons do not interact among themselves, the energy levels of (1) are determined by the eigenvalues of $H$ and the ground-state energy of a particular ion configuration $\Gamma = \{W_j\}$ is found by filling in the lowest $N_e$ one-electron levels. We let $E^\Gamma(X,N_e)$ denote the ground-state energy for $N_e$ electrons in the ion configuration $\Gamma$ with $X \equiv U/t$ (the hopping integral $t$ determines the energy scale; all energies are measured in units of $t$). Many-body effects enter into the problem by considering the ground state for $N_i$ ions

$$E(X,N_e,N_i) \equiv \min \left\{ E^\Gamma(X,N_e) \right\}_{N_i = \sum_{j=1}^{N} W_j},$$

determined by comparing the $|N_e/N| \equiv |N - N_i|$ ion configurations with fixed ion number. The minimization procedure in (2) determines the equivalence class of the ground-state ion configuration as a function of the interaction strength, the number of electrons, and the number of ions.

The Hamiltonian exhibits two kinds of particle-hole symmetries—an ion-occupied—empty-site symmetry and an electron-hole symmetry. In the first case, we con-
consider the conjugate ion configuration $\Gamma^*$ defined by interchanging occupied and unoccupied sites in the configuration $\Gamma$ (this corresponds to $W^*_f = 1 - W_f$). The ground states for these two configurations are related:

$$E^{\Gamma^*}(X, N_e) = E^{\Gamma}(-X, N_e) + XN_e,$$

(3)

for all $X$ and $N_e$. In the second case, we use the unitary transformation $c_j \rightarrow (-1)c_j$, and $c_j^\dagger \rightarrow (-1)c_j^\dagger$ to relate electron eigenvalues with interaction $X$ to corresponding hole eigenvalues with interaction $(-X)$ yielding the result

$$E^{\Gamma}(X, N_e) = E^{\Gamma}(-X, N_e - N_f) + XN_f.$$

(4)

These two symmetries are used to reduce the necessary parameter space in the calculation of the $T=0$ phase diagrams.

In the thermodynamic limit the number of lattice sites becomes infinite ($N \rightarrow \infty$) but the electron $\rho_e \equiv N_e/N$ and the ion $\rho_i \equiv N_i/N$ concentrations remain finite. The ground-state energy per lattice site is determined from $n^\dagger(E)$ the density of states (DOS)

$$E^{\Gamma}(X, \rho_e) = \int_{-\infty}^{E_F} n^\dagger(E)E \, dE,$$

(5)

where $E_F$ is the Fermi level and

$$\rho_e = \int_{-\infty}^{E_F} n^\dagger(E) \, dE$$

(6)

for each ion configuration $\Gamma$. The DOS is calculated from the Green's function by

$$n(E) = -\frac{1}{\pi} \text{Im} \lim_{\epsilon \rightarrow 0} G(E + i\epsilon),$$

(7a)

$$\Delta^\dagger_{\Gamma}(E) = \frac{1}{2} \left\{ E - XW_0 \pm \left[ (E - XW_0)^2(E - XW_1)^2 - 4(E - XW_0)(E - XW_1) \right]^{1/2} / (E - XW_1) \right\},$$

(11)

and, for the DOS

$$n(E) = \frac{1}{2\pi} \text{Re} \left[ \frac{|E - XW_0| + |E - XW_1|}{\gamma - (E - XW_0)(E - XW_1)[(E^2 - X(W_0 + W_1)E + X^2W_0W_1 - 4)]^{1/2}} \right].$$

(12)

In addition to the one-phase periodic configurations, we consider one physically relevant two-phase configuration called the segregated phase. The segregated phase is an incoherent mixture of the empty and full lattices with weights $(1 - \rho_i)$ and $\rho_i$, respectively. The segregated phase has the physical interpretation of the case where the ions clump together and do not form a periodic arrangement (crystallization model) or of the case where the ions of type $A$ and the ions of type $B$ are immiscible and separate (alloy model). The DOS is trivial for the segregated phase, since it is a weighted linear combination,

$$n^{\text{seg}}(E) = (1 - \rho_i)n^{\text{empty}}(E) + \rho_i n^{\text{full}}(E),$$

(13)

of the DOS for the empty and full lattices.

The segregated phase is also important, since it is expected to be the ground state in the limit $|X| \rightarrow \infty$. In this limit the potential barrier is so large that the electrons are trapped between ion-occupied—empty-site boundaries. The dominant contribution to the ground-state energy is the kinetic energy of the electrons, which is minimized by making the box as large as possible. This favors the segregated phase to be the ground state. However, at the point where the electrons completely fill the box ($\rho_e = 1 - \rho_i$ for $X \rightarrow +\infty$ and $\rho_e = \rho_i$ for $X \rightarrow -\infty$) the Pauli exclusion principle requires the additional electrons to be placed above a large potential barrier. At this point a periodic arrangement of the ions may actually lower the ground-state energy. These physical ideas are summarized in what we may call the segregation principle: In the limit $|X| \rightarrow \infty$ the segregated phase is the ground state for all values of the electron concentration except the specific values $\rho_e = 1 - \rho_i$ for $X \rightarrow +\infty$, and $\rho_e = \rho_i$ for $X \rightarrow -\infty$. We have found that principle to be true in all calculated cases, and we expect it to hold for all values of $\rho_e$ and $\rho_i$. 

$$G_j(E) = \frac{1}{E - XW_j - \Delta^\dagger_j(E) - \Delta^-_j(E)},$$

(8)

where the local Green's function is defined by the matrix element

$$G_j(E) = \langle j | 1/(E - H) | j \rangle.$$
In the following section we use perturbation theory to analyze the structure of the ground-state phase diagram near \( X = 0 \). In Secs. III and IV we examine in detail the cases with ionic densities of \( \rho_i = \frac{1}{2} \) and \( \rho_i = \frac{1}{3} \), respectively, and give complete phase diagrams for the segregated phase and all ionic configurations with periods less than 10 compatible with those \( \rho_i \). We present our conclusions in the final section.

II. PERTURBATIVE ANALYSIS

In the limit \( X \ll 1 \) we can perform a perturbative analysis of the Hamiltonian (1) and determine the structure of the phase diagrams for small interaction strength.

\[
E^{\Gamma(r)}(X, \rho_e) = -\frac{2}{\pi} \sin(\pi \rho_e) + X \rho_e \rho_i + \frac{X^2}{8 \pi} \sum_{n=1}^{r-1} \left| W(2\pi n/r) \right|^2 \ln \left| \frac{\sin(\pi n/r) - \sin(\pi \rho_e)}{\sin(\pi n/r) + \sin(\pi \rho_e)} \right| + O(X^3)
\]

for the ground-state energy of configuration \( \Gamma(r) \). The minimization procedure (2) already outlined considers configurations with the same ion concentration at fixed electron concentration and interaction strength, so that the ground-state energy is degenerate up to first order. The second-order term has a logarithmic singularity at \( \rho_e = n/r \) with relative strength \( |W(2\pi n/r)|^2 \). The singularity indicates that perturbation theory fails at these critical electron concentrations; by comparing the strength of the singularity for different configurations, the ground state can be determined in the region near \( \rho_e = n/r \) (and by continuity at \( \rho_e = n/r \)).

In fact, if we restrict the minimization in (2) to be only over periodic configurations, then for rational concentrations the ground-state configuration has the lowest allowed periodicity (this is expected from a Fermi-surface nesting argument: The state with the largest gap at the Fermi level is the ground state). More rigorously we prove the following theorem.

**Theorem (1).** Given rational electron and ion concentrations

\[
\rho_e = \frac{p_e}{q_e}, \quad \rho_i = \frac{p_i}{q_i},
\]

with \( p_e \) relatively prime to \( q_e \) and \( p_i \) relatively prime to \( q_i \), then the periodic configuration with the lowest energy has period \( Q = \text{lcm}(q_e, q_i) \), where \( \text{lcm} \) stands for least common multiple. The proof is given in the Appendix and includes an expression for the ion configuration \( \Gamma(Q) \) corresponding to the lowest-energy state.

These lowest-energy configurations satisfy certain structural properties. Let \( l \) denote the length of the largest connected island of occupied sites in the configuration \( \Gamma(Q) \) [e.g., the configuration XXXOX0XXX, where \( X \) represents an ion and \( O \) represents an empty site, corresponds to a given \( \Gamma(10) \) and has \( l = 3 \)], then a configuration in which only islands of length \( l \) and \( (l-1) \) appear is defined to have the uniform ion distribution property. For example, XXXXXXOOO has the uniform ion distribution property but XXXOXOXOO does not. The uniform empty-site distribution property is analogously defined. This characterization of the ground-state configuration in the limit \( X \to 0 \) is summarized in the following theorem.

**Theorem (2).** In the limit \( X \to 0 \) any periodic lowest-energy configuration with \( \rho_i \leq \frac{1}{2} \) has the uniform ion distribution property and any periodic lowest-energy configuration with \( \rho_i \geq \frac{1}{2} \) has the uniform empty-site distribution property. The proof is given in the Appendix.

The ground-state energy of the segregated phase also has a perturbative expansion about \( X = 0 \). A straightforward analysis using the DOS in Eq. (13) yields

\[
E^{\text{seg}}(X, \rho_e) = -\frac{2}{\pi} \sin(\pi \rho_e) + X \rho_e \rho_i - \frac{X^2}{4\pi} \rho_i(1-\rho_i) + O(X^3)
\]

for the ground-state energy of the segregated phase that is valid in the two-phase, band-overlap region

\[
\delta(X) < \rho_e < 1 - \delta(X)
\]

where

\[
\delta(X) = \frac{\sqrt{|X|}}{\pi} [\Theta(-X) \rho_i + \Theta(X) (1 - \rho_i)],
\]

and \( \Theta(X) \) is the unit step function. This expansion has a singularity in the limit \( X \to 0 \) and \( \rho_e \to 0 \), which indicates that the segregated phase should be the ground state for low electron concentrations.

The solution for the ground-state configuration of the one-dimensional Falicov-Kimball model is conveniently summarized in a coherent phase diagram. The ion concentration is fixed at \( \rho_i = p_i/q_i \) and the ground-state configuration is plotted as a function of the electron concentration and the interaction strength. We choose the
segregated phase as the zero of the energy scale because of its physical relevance. We limit ourselves to the case $\rho_i \leq \frac{1}{2}$ and $\rho_e \leq \frac{1}{2}$, since the other cases can be obtained by application of the symmetries (3) and (4). The two preceding theorems indicate that in the limit $X \to 0$ the coherent phase diagram has a discontinuous, fractal structure, with a different periodic ground-state configuration at each rational $\rho_e$. These configurations all satisfy the relevant uniform-distribution property and appear to be a regular transition from the segregated phase at $\rho_e \to 0$ to a period $q_i$ ($2q_i$) state at $\rho_e = \frac{1}{2}$ if $q_i$ is even (odd). The inclusion of aperiodic configurations is not expected to change this general picture. Recent analysis\(^8\) indicates that some aperiodic configurations have gaps at rational numbers (where we expect the periodic configurations to be lower in energy) and at irrational numbers (where the aperiodic configurations may be lower in energy). Therefore, we conjecture that in the limit $X \to 0$ the ground-state configuration changes, point by point, at every value of $\rho_e$ and the coherent phase diagram has a regular (discontinuous) transition pattern from the segregated phase at $\rho_e \to 0$ to a periodic phase at $\rho_e = \frac{1}{2}$. We also conjecture that the relevant uniform-distribution property holds for each of the ground-state configurations.

III. THE CASE $\rho_i = \frac{1}{2}$

In this section we examine in detail the half-full ion case and present our results in the form of phase diagrams. We restrict ourselves to the case $\rho_e \leq \frac{1}{2}$ by using the electron-hole symmetry (4); the phase diagram for the region $\rho_e \geq \frac{1}{2}$ is determined by rotating the region $\rho_e \leq \frac{1}{2}$ by 180° about the point $X = 0$, $\rho_e = \frac{1}{2}$. We further restrict ourselves to the case $X \geq 0$ by using the ion-occupied–empty-site symmetry (3); the phase diagram for the region $X \leq 0$ is determined by reflecting the region $X \geq 0$ in a mirror plane along the $X = 0$ axis and applying the conjugation operation to the ion configurations (each configuration $\Gamma$ with $\rho_i = \frac{1}{2}$ is either self-conjugate $\Gamma^* = \Gamma$ or forms a conjugation pair with another $\rho_i = \frac{1}{2}$ configuration). We finally restrict ourselves to consider only the segregated phase, all periodic phases with $\rho_i = \frac{1}{2}$ and periods less than 9, and any incoherent mixture of these phases. These periodic phases are summarized in Table I. The ground-state energies are calculated exactly using the Green’s-function technique outlined in Sec. I.

The coherent phase diagrams are determined by comparing the energy of each periodic phase with energy of the segregated phase and plotting the lowest-energy state as a function of the electron concentration $\rho_e$ and the interaction strength $X$. The results are presented in Figs. 1–4 and exhibit the extremely rich structure of the solutions of the model. We summarize these results with some observations: (a) The periodic ground-state

---

**TABLE I.** Periodic configurations for the $\rho_i = \frac{1}{2}$ case.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Conjugate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>XO</td>
</tr>
<tr>
<td>2</td>
<td>XXOO</td>
</tr>
<tr>
<td>3</td>
<td>XXXOOO</td>
</tr>
<tr>
<td>4</td>
<td>XOXOO</td>
</tr>
<tr>
<td>5</td>
<td>XXXXXXXO</td>
</tr>
<tr>
<td>6</td>
<td>XXXXXXXO</td>
</tr>
<tr>
<td>7</td>
<td>XXXXXXXO</td>
</tr>
<tr>
<td>8</td>
<td>XXXXXXXO</td>
</tr>
<tr>
<td>9</td>
<td>XXXXXXXO</td>
</tr>
<tr>
<td>10</td>
<td>XXXXXXXO</td>
</tr>
</tbody>
</table>

---

**FIG. 1.** Calculated coherent phase diagram for the segregated and period-two phases with $\rho_i = \frac{1}{2}$. See Table I for the key to the legend.

**FIG. 2.** Calculated coherent phase diagram for the segregated, period-two and period-four phases with $\rho_i = \frac{1}{2}$. See Table I for the key to the legend.
FIG. 3. Calculated coherent phase diagram for the segregated, period-two, period-four, and period-six phases with \( \rho_i = \frac{1}{2} \). See Table I for the key to the legend.

Theorem and both uniform-distribution properties hold in the region \( |X| < 1 \). (b) The alternating phase XO is the ground state at \( \rho_s = \frac{1}{2} \) for all values of \( X \) as stated by previous investigations. (c) The phase diagrams tend to simplify as the interaction strength increases indicating that many-body effects stabilize the system (this is a consequence of the segregation principle). (d) There is a trend for phases that disappear from the phase diagram as \( X \) increases to reappear as phase islands at even larger values of \( X \) (e.g., the XXXOO phase in Figs. 3 and 4 and the XXXXOOOO phase in Fig. 4). (e) Phase islands of configurations not present at \( X = 0 \) may form at larger values of \( X \) (e.g., the XXXXOOOO phase in Fig. 4). (f) The uniform-distribution properties may not hold at finite values of \( X \). (The XXXXOOOO phase in Fig. 4 does not satisfy the uniform empty-site distribution property and its conjugate does not satisfy the uniform ion distribution property.) (g) Some configurations are not the ground state for any value of \( X \) or \( \rho_s \) (e.g., the configurations XXXXOOOO and XXXXOXXX do not appear in Fig. 4).

The incoherent phase diagrams are determined by choosing the minimal energy state, allowing for incoherent mixing of the \( \rho_i = \frac{1}{2} \) periodic phases with themselves and with the segregated phase (which is already an incoherent mixture of the \( \rho_i = 0 \) and \( \rho_i = 1 \) phases). This is accomplished by constructing the convex hull of the ground-state energy curves for fixed \( X \) and assigning an incoherent phase mixture to each region where the convex hull is lower than the energy curves. The results are presented in Figs. 5–8 where solid lines and shaded regions correspond to single phases, dashed lines correspond to two-phase mixtures and dotted lines correspond to more than two-phase mixtures (the points where vertical dotted lines pass through horizontal solid lines are the points of phase transitions.) The numbers above the single-phase lines identify the ground state according to the numbers in Table I. The unshaded region below the dashed line is the region where the segregated phase is the ground state. The unshaded regions between a solid (or dashed) line and a solid line are the regions where an incoherent mixture of the two (or three) phases is the ground state. We make the following observations: (h) The incoherent phase diagrams are simpler than their single-phase counterparts. The regions enclosing finite areas of single phases are drastically reduced. (i) The be-

FIG. 4. Calculated coherent phase diagram for the segregated, period-two, period-four, period-six, and period-eight phases with \( \rho_i = \frac{1}{2} \). See Table I for the key to the legend.

FIG. 5. Calculated incoherent phase diagram for the segregated and period-two phases with \( \rho_i = \frac{1}{2} \). See Table I for the key to the legend.
behavior in the limit $|X| \to 0$ appears to be the same as that predicted by perturbation theory for the coherent diagrams. (j) The secondary phase islands that sometimes form at $|X| > 0$ either become single phase lines (XXXXOOO in Figs. 7 and 8) or vanish altogether (XXXXOOOO in Fig. 8).

These incoherent phase diagrams are important to study for two reasons: First, they determine the ground state of a real system, since any physical system organizes itself in an incoherent mixture of phases to minimize energy (if possible); second, they produce a better approximation to the complete phase diagram of the Falicov-Kimball model. This is because any incoherent mixture of phases can be reinterpreted as an aperiodic configuration in a coherent phase diagram. By using this reinterpretation we strengthen the perturbation theory results of Sec. II to conjecture that the ground-state configuration is the segregated phase for a finite region $[0 \leq \rho_x < \rho_{x,\text{max}}(X)]$; above this region the ground-state configuration changes point by point with $\rho_x$, and has a regular (discontinuous) transition from the segregated phase to a periodic phase at $\rho_x = \frac{1}{2}$. Furthermore, for the case $\rho_i = \frac{1}{2}$ we must have $\rho_{x,\text{max}}(X) < \frac{1}{2}$, since the alternating state XO is the ground state of the lattice at $\rho_x = \frac{1}{2}$ for all $X$.

**IV. THE CASE $\rho_i = \frac{1}{2}$**

We examine the one-third-full ion case as a representative of the general case because it does not have any extra symmetries. The electron-hole symmetry (4) allows us to consider only the case $\rho_i \leq \frac{1}{2}$, but we must consider all values of $X$, since the ion-occupied-empty-site symmetry (3) produces the phase diagrams for the $\rho_i = \frac{1}{2}$ case. We consider only the segregated phase, the period-three, period-six, and period-nine phases with $\rho_i = \frac{1}{2}$, and any incoherent mixture of these phases. The precise ion configurations considered are summarized in Table II.

The results for the coherent phase diagrams are presented in Figs. 9-11 and they exhibit a marked asymmetry with respect to the $X=0$ plane. We make the following observations: (k) There is no evidence in support of or against the uniform ion distribution property, since this property can only be observed for period-12 phases and larger, which are not studied here. (l) The periodic ground-state theorem holds for $|X| \ll 1$, but the many-

---

**FIG. 6.** Calculated incoherent phase diagram for the segregated, period-two and period-four phases with $\rho_i = \frac{1}{2}$. See Table I for the key to the legend.

**FIG. 7.** Calculated incoherent phase diagram for the segregated, period-two, period-four, and period-six phases with $\rho_i = \frac{1}{2}$. See Table I for the key to the legend.

**FIG. 8.** Calculated incoherent phase diagram for the segregated, period-two, period-four, period-six, and period-eight phases with $\rho_i = \frac{1}{2}$. See Table I for the key to the legend.
TABLE II. Periodic configurations for the $\rho_s = \frac{1}{2}$ case.

<table>
<thead>
<tr>
<th>Configuration</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>9</td>
</tr>
</tbody>
</table>

body effects rapidly become more important and change the structure of the phase diagrams. (m) It appears that the period-three phase XOO is the ground state at $\rho_s = \frac{1}{2}$ for all values of $X$ less than zero. (n) The segregation principle holds; in the limit $|X| \to -\infty$ the segregated phase is the ground state for all values of $\rho_s$ except for a region about $\rho_s = \frac{1}{2}$ and $X \to -\infty$. (o) There is still a trend for phases present at $X = 0$ to appear as phase islands at larger values of $|X|$ (e.g., the XXOOO phase in Figs. 10 and 11, the XOXOO phase in Fig. 10, the XXXOOOO phase in Fig. 11, and the XXOXOO phase in Fig. 11). (p) All studied configurations are the ground state for some value of the parameters $\rho_s$ and $X$.

The results for the incoherent phase diagrams are summarized in Figs. 12–14. We present the following observations: (q) Observations (h), (i), and (j) of Sec. III still hold. (r) Two phases (XXOXOOO and XOXOXX) do not appear in the incoherent phase diagram although they were present in the coherent phase diagram.

FIG. 9. Calculated coherent phase diagram for the segregated and period-three phases with $\rho_i = \frac{1}{2}$. See Table II for the key to the legend.

FIG. 10. Calculated coherent phase diagram for the segregated, period-three, and period-six phases with $\rho_i = \frac{1}{2}$. See Table II for the key to the legend.

The structure for the full Falicov-Kimball model in the general case emerges from these incoherent phase diagrams. If we reinterpret an incoherent mixture of phases as an aperiodic phase in the coherent phase diagram, then it appears that at each value of $X$ there is a finite region where the segregated phase is the ground state. In the rest of the region the ground state changes from point to point with $\rho_s$ and has a regular (discontinuous) transition from the segregated phase to a periodic phase and (possibly) back to the segregated phase.

FIG. 11. Calculated coherent phase diagram for the segregated, period-three, period-six, and period-nine phases with $\rho_i = \frac{1}{2}$. See Table II for the key to the legend.
V. CONCLUSION

Since its introduction 20 years ago, the Falicov-Kimball model is one of the simplest models of interacting electron systems. We have studied the one-dimensional version of this model by exact numerical calculation for a restricted number of phases and by perturbation theory for small interaction strength. Our rigorous results include a periodic ground-state theorem and uniform ion and empty-site distribution properties for rational electron and ion concentrations and small interaction strength. Our numerical calculations indicate that the phase diagram of the complete model is separated into two distinct regions: In the first region the segregated phase is the ground state, and in the second region the phase diagram has a complex structure with the ground state apparently changing point by point at every value of the electron concentration for fixed interaction strength. In this second region the ground state has a regular (discontinuous) transition pattern from the segregated phase to a periodic phase and back to the segregated phase.

We also present two unproven conjectures that characterize further the structure of the phase diagram as illustrated by our numerical work. The first is called the segregation principle, which states at large interaction strength that the segregated phase is the ground state for almost all electron concentrations. The only exceptions are when the electron concentration matches the ion or the empty-site concentration, where a periodic phase is the ground state. The second is the uniform ion or empty-site distribution property, which states that the ground-state configurations satisfy certain structural characteristics. The properties are true for small interaction strength but appear to be violated for moderate interactions.

We mention one final open question. The proper incoherent phase diagram is plotted as a function of the electron and ion concentrations. We have evaluated the restricted phase diagrams for only five ion concentrations ($\rho_i = 0, \frac{1}{3}, \frac{2}{3}, \frac{4}{3}, 1$) and have no concrete conjecture for the structure of the incoherent phase diagram. However, we expect this phase diagram to separate into two regions with simple behavior in one region and complex behavior in the other.
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APPENDIX: PROOF OF THE PERIODIC GROUND-STATE THEOREMS

In this appendix we prove the two theorems stated in Sec. II. We begin with the periodic ground-state theorem.

**Theorem (1).** Given rational electron and ion concentrations

\[ \rho_e = \frac{p_e}{q_e}, \quad \rho_i = \frac{p_i}{q_i}, \]  
\[\text{with } p_e \text{ relatively prime to } q_e \text{ and } p_i \text{ relatively prime to } q_i, \text{ then the periodic configuration with the lowest energy has period } Q = \text{lcm}(q_e, q_i).\]

**Proof.** The periodic configuration with the lowest energy is the configuration with the largest square Fourier coefficient \[ |W(2\pi p_e)|^2 = \frac{1}{N^2} \sum_{j,k} W_j W_k \cos \left[ 2\pi p_e (j-k)/Q \right]. \]  
\[= \frac{1}{Q^2} \sum_{j=1}^{Q/|\rho_i|} \left( \frac{Qp_i}{q_i} - j \right) \times \cos(2\pi j/Q), \]  
\[\text{since the summation in (A5a) has the maximal allowed number of } (j-k) \text{mod} Q = 0, (j-k) \text{mod} Q = 1, \ldots, \text{ and } (j-k) \text{mod} Q = Qp_i/q_i - 1. \]  
\[\text{The preceding minimal configuration } \Gamma(Q) \text{ constructed has period } Q, \text{ which completes the proof. The proof for the case } q_e \neq Q \text{ is similar and is omitted here. The only complication of this case is that the second-order perturbation theory may not fully lift the degeneracy of the lowest-energy state. These degenerate states all have period } Q, \text{ however, which is sufficient to prove the theorem.}^{11}\]

As an example, we consider the case \( p_e = \frac{1}{3} \text{ and } p_i = \frac{1}{2}. \) This gives \( Q = 8 \) with \( q_0 = 0, q_1 = 3, q_2 = 6, \) and \( q_3 = 1, \) so that the configuration \( XXOXXXOXX \) is the lowest-energy periodic state in the limit \( X \to 0. \)

We continue with the proof of the uniform-distribution properties.

**Theorem (2).** In the limit \( X \to 0 \) any periodic lowest-energy configuration with \( \rho_i \leq \frac{1}{2} \) has the uniform ion distribution property and any periodic lowest-energy configuration with \( \rho_i \geq \frac{1}{2} \) has the uniform empty-site distribution property.

**Proof.** We restrict ourselves to the case \( \rho_i \leq \frac{1}{2} \) and \( \rho_e \leq \frac{1}{2} \), since the other cases immediately follow upon application of the symmetries (3) and (4). Assume that \( q_e = Q \) (the proof of the more general case is similar and is omitted). The \( Q \) integers \( \{k_i\} \) can be represented in terms of the first \( p_e \) integers by

\[ k_{p_e+j} = k_j + s, \quad j = 0, 1, \ldots, p_e - 1, \quad s = 0, 1, \ldots, r - 1, \]  
\[\text{and } k_{p_e+j} = k_j + r, \quad j = 0, 1, \ldots, t - 1, \]  
\[\text{where } Q = p_e + t \text{ and } t < p_e. \]  
\[\text{Since each integer from } 0 \text{ to } Q - 1 \text{ appears in } \{k_i\} \text{ once and only once, the nearest neighbors in the first } p_e \text{ integers } k_0, k_1, \ldots, k_{p_e-1} \text{ are separated by gaps of length } r \text{ or } r - 1, \text{ and the ions are filled in according to the prescription (A3) of theorem (1), each configuration will satisfy the uniform ion distribution property until the gap between any two nearest neighbors in the original } p_e \text{ ions is filled in. This occurs when } p_i > 1 - p_e, \text{ which is not possible by the hypothesis and proves the theorem.}^{11}\]
6. Spin may be introduced by simply doubling the allowed electron occupancy of each lattice site, since the electrons do not interact with themselves in this model.
10. In theory, one can mix configurations with any ion concentrations as long as the mixed phase has the proper ion and electron average concentrations. We are forming only the simplest mixtures.
11. Higher-order perturbation theory may lift any residual degeneracy of this case.