(7))
L
()]
>
<
o)
I
e
O™
T £
£ 2
= =
O®
n>

Publishing

Converting translation operators into plane
polar and spherical coordinates and their
use in determining quantum-mechanical
wavefunctions in a representation-
independent fashion

Cite as: J. Math. Phys. 62, 072102 (2021); https://doi.org/10.1063/5.0021013
Submitted: 06 July 2020 . Accepted: 13 June 2021. Published Online: 09 July 2021

Michael Rushka, M. A. Esrick, "2’ W. N. Mathews, and J. K. Freericks

ARTICLES YOU MAY BE INTERESTED IN

Dirac Hamiltonian in a supersymmetric framework
Journal of Mathematical Physics 62, 072101 (2021); https://doi.org/10.1063/5.0043854

Four-body (an)harmonic oscillator in d-dimensional space: S-states, (quasi)-exact-
solvability, hidden algebra sl(7)

Journal of Mathematical Physics 62, 072103 (2021); https://doi.org/10.1063/5.0050572

Reservoirs, Fick law, and the Darken effect
Journal of Mathematical Physics 62, 073301 (2021); https://doi.org/10.1063/5.0049680

' Sign up for Alerts

Journal of
Mathematical Physics g

Receive the latest research updates !

J. Math. Phys. 62, 072102 (2021); https://doi.org/10.1063/5.0021013 62, 072102

© 2021 Author(s).


https://images.scitation.org/redirect.spark?MID=176720&plid=1442315&setID=406887&channelID=0&CID=518921&banID=520362382&PID=0&textadID=0&tc=1&type=tclick&mt=1&hc=82bce81eb4269e198f5b11c4cf1fe01ba086dde9&location=
https://doi.org/10.1063/5.0021013
https://doi.org/10.1063/5.0021013
https://aip.scitation.org/author/Rushka%2C+Michael
http://orcid.org/0000-0001-7686-4276
https://aip.scitation.org/author/Esrick%2C+M+A
http://orcid.org/0000-0003-3111-4265
https://aip.scitation.org/author/Mathews%2C+W+N+Jr
http://orcid.org/0000-0002-6232-9165
https://aip.scitation.org/author/Freericks%2C+J+K
https://doi.org/10.1063/5.0021013
https://aip.scitation.org/action/showCitFormats?type=show&doi=10.1063/5.0021013
http://crossmark.crossref.org/dialog/?doi=10.1063%2F5.0021013&domain=aip.scitation.org&date_stamp=2021-07-09
https://aip.scitation.org/doi/10.1063/5.0043854
https://doi.org/10.1063/5.0043854
https://aip.scitation.org/doi/10.1063/5.0050572
https://aip.scitation.org/doi/10.1063/5.0050572
https://doi.org/10.1063/5.0050572
https://aip.scitation.org/doi/10.1063/5.0049680
https://doi.org/10.1063/5.0049680

Journal of
Mathematical Physics ARTICLE scitation.org/journal/jmp

Converting translation operators into plane
polar and spherical coordinates and their

use in determining quantum-mechanical
wavefunctions in a representation-independent
fashion

Cite as: J. Math. Phys. 62, 072102 (2021); doi: 10.1063/5.0021013
Submitted: 6 July 2020 « Accepted: 13 June 2021 -
Published Online: 9 July 2021

ah
>
®

Michael Rushka, M. A. Esrick, W. N. Mathews Jr,, and J. K. Freericks®

AFFILIATIONS
Department of Physics, Georgetown University, 37th and O Sts. NW, Washington, DC 20057, USA

2 Author to whom correspondence should be addressed: james.freericks@georgetown.edu

ABSTRACT

Quantum mechanics is often developed in the position representation, but this is not necessary, and one can perform calculations in a
representation-independent fashion, even for wavefunctions. In this work, we illustrate how one can determine wavefunctions, aside from
normalization, using only operators and how those operators act on state vectors. To do this in plane polar and spherical coordinates requires
one to convert the translation operator into those coordinates. As examples of this approach, we illustrate the solution of the Coulomb
problem in two and three dimensions without needing to express any operators in position space.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0021013

I. INTRODUCTION

The quantum-mechanical position-space translation operator
T(7) = e 17 = o7 (rberrbyorepo) (1)
is normally expressed in terms of Cartesian components,
7= Exre+ 61y + Eutay P = Expr + Epy + Exprs 2)

with €, €, and €, being the Cartesian unit vectors. We use hats to denote the operators on the state vector space. Note, in particular, that
the quantities 7, in the translation operator are dimensionful numbers, not operators. The position and momentum operators satisfy the
canonical commutation relation

[;’aaﬁﬁ] = ihaa,ﬁ) (3)

where a and § run over the Cartesian dimensions.
The translation operator can be employed to determine position eigenstates by translating the position-space eigenvector at the origin,
|07}, which satisfies
7407) = 0. 4)

One of our assumptions is that such a position eigenvector at the origin exists, without worrying about the details of rigged Hilbert spaces; we
will see that the wavefunction at any position can be determined relative to the wavefunction at the origin. We then have the position-operator
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eigenstates given by

[7) = T(7) |05). (5)

It is easy to verify that
ta|F) = ra|7) (6)

by using the braiding relation (derived from the Hadamard lemma)
A . an A A Aa 1ra ra s A A [A &
A F(B)e :f(B+ (48] + 2 [A[AB]]+  [A[A[AB]]] +- ) %)

which is valid, provided that f(B) can be written as a sum of non-negative integral powers of B and the argument of the function on the
right-hand side is a sum of terms consisting of increasingly nested commutators. For the verification of the position eigenstate, one simply
notes that the commutator of position with momentum is a dimensionful number, and so it commutes with all operators, which truncates the
series after the first commutator.

In this work, we discuss how to calculate wavefunctions using a representation-independent approach. This sounds like a contradiction
since a wavefunction is the representation of a quantum state vector in a particular basis. However, because each component of the wavefunc-
tion is constructed from the inner product between the state ket and a basis bra, one can see that each component is an inner product between
two vectors in the state vector space and hence is a representation-independent object. The representation only enters when we compute the
components for all basis vectors in the given representation and represent the quantum state as a linear superposition over the basis vectors of
the representation. Since the wavefunction (or the set of components of the expansion) is constructed from the representation-independent
inner products, it can be found in a representation-independent fashion, as will be illustrated below.

The strategy of the representation-independent approach to quantum mechanics is then to write the position-space wavefunction of a
state |y) in terms of the position eigenstate at the origin and the translation operator according to

() = (7ly) = {0AT " (P)ly). (8)

This expression provides a route to solely evaluate the wavefunction by manipulating operators. This is because when the position operator
acts on the position eigenstate at the origin, it annihilates the state at the origin [see Eq. (4)]. To carry out these calculations for energy
eigenfunctions, one needs to factorize the Hamiltonian, in order to determine what happens when the momentum operator acts on the state
|), using the methodology of the Schrodinger factorization method.'~

We term this approach a representation-independent way to calculate the wavefunctions because one does not need to express the
operators used to determine the state vectors in the specific basis of the wavefunctions. Instead, we only employ the commutation relations of
the operators to determine the wavefunctions (up to overall normalization). For example, when working with the momentum operator, we

only use the canonical commutation relation and how the momentum operator acts on the energy eigenstate. We do not need to use ﬁ = —ihV,
the position-space representation of the momentum operator.

Bohm illustrated an alternate way to calculate wavefunctions in a representation-independent fashion,” and Merzbacher also used this
approach.” Matrix elements of the position operator between energy eigenstates of the simple harmonic oscillator were employed to determine
recurrence relations between energy eigenfunctions of different energy eigenvalues, but at the same position. The recurrence relations were
then solved in terms of Hermite polynomials, eventually yielding the usual position-space wavefunctions. The general approach we develop
here instead fixes the eigenfunction and relates the value of the wavefunction at the origin to the value of the wavefunction at 7. This latter
approach can be generalized to many different problems other than the simple harmonic oscillator. It is not clear whether the method devel-
oped by Bohm can be extended beyond the simple harmonic oscillator. Moreover, our approach can also be employed for momentum-space
wavefunctions.

We illustrate this process below. However, before doing so, we point out the reason why we need to transform the translation operator
to spherical and plane polar coordinates. Spherically symmetric problems, such as the Coulomb problem, have wavefunctions that are explicit

functions of
r=\/ri+15+ 1k 9)

Such functions, for odd powers of r, cannot be expanded in a Maclauren series in the Cartesian position components because expansions
about the origin in position space do not exist. Hence, one cannot use the Cartesian-basis representation of the translation operator. A similar
argument applies for plane polar coordinates.

In Sec. 11, we provide the details of how to convert the translation operator from the expression in terms of Cartesian components of the
momentum operator to an expression in terms of the components of the momentum operator in spherical and plane polar coordinates. The
exact operator expression can be simplified when it acts on |05), which is the final form we employ to calculate wavefunctions. In Sec. 11, we
employ this approach to calculate the position-space wavefunctions for two- and three-dimensional Coulomb problems. This methodology is
based on Schrodinger’s factorization method. We conclude in Sec. I'V. In the Appendix, we summarize technical details, primarily related to
computing commutators in a representation-independent fashion.
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Il. TRANSLATION OPERATOR IN SPHERICAL COORDINATES

To work with a three-dimensional spherically symmetric system, we express the translation operator, T(F), in terms of the spherical
coordinates, 7, 8, and ¢; the corresponding position operators, #, cos 8, sin 8, cos ¢, sin ¢ and p,, pp, Pg, the spherical components of the
momentum operator, ﬁ We use the spherical components of ﬁ, instead of the canonical momenta, because this is the cleanest way to decom-
pose the inner product 7- ﬁ Note that p, is a canonical momentum operator because it is the quantum analog of the classical momentum
conjugate to the radial degree of freedom, whereas the same is not true for py and pg. We can still express the translation operator in terms of
Pr> Po» and pg even though p, is Hermitian, but not self-adjoint, and thus is not an observable. In addition, the translation operator remains
unitary regardless of the coordinate system in terms of which it is expressed.

There is a subtle point associated with the symbol |07): while 7 = 0 implies that ry = r, = r; = 0, it only implies that r = 0 in spherical
coordinates. That is, the values of 8 and ¢ are indeterminate until specified by some limiting procedure for how the origin is approached. We
will use what we call a “north-pole” state oriented along the positive z axis for definiteness.

It is well known that defining operators corresponding to the angles 8 and ¢ is problematic.® Instead, we define the values corresponding
to the position eigenstates expressed in spherical coordinates through the cosine or sine of those operators, which are always well defined in
terms of 7. In particular,

, (10

where
i’:\/?x2+?y2+?z2 and ﬁ:\/?x2+?},2. (11)

These are all well-defined, but care must be taken when these operators act on position eigenstates that approach the origin.

Arguably, the easiest way to go from [07) to |7}, using spherical coordinates, is to first translate a distance r in the z-direction, rotate
by 6 about the y axis, and then rotate by ¢ about the z axis, as illustrated in Fig. 1. Indeed, this is the common way to define the spherical
coordinates r, 6, and ¢. The operator needed to do this is

T(F) = ¢ 19 gm0 gtz i Oy 9L (12)

and we discuss below the subtleties associated with how it operates on |0;). Here, L, and L. are the y- and z-components, respectively, of

L=7x i?, the orbital angular momentum operator.
To establish this result, we use the braiding relation twice. First, we note that

e—é@ﬁye—érﬁzeéﬂy _ e—ér(sinﬁﬁﬁrcosﬁj)z) (13)
and then
T(F) _ e—éqﬂ:ze—ér(sineﬁx+c059ﬁz)e—é¢iz (14)
—e H r(sin 0 cos ¢ p.+sin 6 sin¢ p,+cos 6 p.)
Since

ry =t sinf cos$, ry =rsin0 sing, and r, =r cosb, (15)

Eq. (14) obviously yields the translation operator as expressed in Cartesian coordinates in Eq. (1).
We use Egs. (A12) and (A13) to express . in terms of the spherical components of momentum according to

bz = (ﬁ,—i%)cosé—ﬁg sin 6. (16)

Note that the ordering is important in the second term because sin § does not commute with pg, but there is no ordering ambiguity with the
first term. Equations (12) and (16) allow us to eliminate the Cartesian components of momentum from the translation operator and obtain

T(F) _ e—igbﬁze—éﬂiye—ér[(ﬁ,—i%)cosé—‘bg Siné]eiﬁ)’eé‘ptl. (17)
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FIG. 1. Three-step process to move from the origin to (rx, ry, rz): (top) first translate a distance r along the z axis, (middle) rotate about the y axis by an angle 6, and (bottom)
rotate by an angle ¢ about the z axis. One can also reach the same point by rotating directly after the translation in the z-direction to the final point, or one can translate in
the O-direction in the x — z plane and then rotate by ¢, or one can translate in the 6, ¢ direction a distance r directly (not shown). All these alternatives lead to the same final
point in space. The operators corresponding to each of these different ways to translate and rotate from the origin to the final point are shown in the main text.

We use Eq. (A13) and

é}p = —&, sing + €, cos ¢ (18)
to re-express pg according to
1/~ =« h N
p :7L-E+i7cot9) 19
po= (L &+ i3 (19)
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and thus transform the translation operator into its final form

N N
P it _ipt —il (ﬁr—i%)cose— ;¢sin9:| iph igt
T(7) = e #*e7nfe h[ enrenthe, (20)

We emphasize that this is an operator equality. It is the expression of the translation operator in terms of spherical coordinates.

This operator relation can be rewritten in three other forms, which illustrate the different ways that one can derive the translation
operator in spherical coordinates. First, note that L, commutes with 7, cos 9, sin 9, E . é¢, and p, (or, more simply, it commutes with p,). This
means that we can introduce the factor exp(%gb]lz) exp(—%(/)l:z) just to the left of the exp(%@ﬁy) term in Eq. (20) and then move the factor
exp(%gbl:z) to the left through the middle exponential factor, yielding

o il aityeosoe o gnn]
T(F) = e gt gndleg hr[(Py st Sme]efi‘ﬂzeéﬂy afhe, (21)
This form of the translation operator expresses it as a similarity transformation of the middle exponential factor with respect to the operator

e—égbfdze—éei},eégbiz _ e—éﬁ(—ﬁX sin ¢+1, cos¢)

(22)
— o0 L (23)

which follows from the braiding relation. Note that
ey - j ~Ly¢sing + 1L, cos¢ (24)

is a linear combination of the angular momentum operators with numbers, not operators, as coefficients because é4 is not an operator here.
The translation operator then becomes

Ty _ -i06 L —é’[(ﬁr—"?)“’sé—i}% 51“9] igg, I
T(F)=en "e en’ (25)
In this form of the translation operator, we first translate along the z axis a distance r and then rotate by an angle  about an axis along ¢, i.e.,
an axis rotated an angle ¢ counterclockwise from the y axis.

The final two ways we express the operator comes from a simple brute-force substitution. We solve Eqs. (A12)—(A.14) for py, py, and p-
in terms of pr, pg, and p, and substitute into Eq. (1). Then, we use the inverse of the braiding relation to remove exp(—éGI:z) to the left and its
Hermitian conjugate to the right. We also obtain this form by using the braiding relation to move the exp(—%@ﬁy) factor (and its conjugate)
into the exponent in Eq. (20). This yields

T(F) = 19 exp(fér{(f)r - z;) cos(B- 6) (26)

-&y sin(H-0) + [(p, - 1ﬁ) sin 6 sin §
#

L- ¢4 sinf cos@](cos&) -1)- Lzmnemm/)})eéﬂz.

| = =

+

A A

¥ sinf

-

One can interpret this as a translation along the 0 direction in the x — z plane, followed by a rotation by ¢ about the z axis. If we use the
braiding operation to move the remaining exponential factor into the exponent, we would have a single translation of length r along the 6, ¢
direction. We do not write that other final form explicitly here; it is given by the result in Eq. (26) without the exponential factors on the left
and the right and with the substitution ¢ — ¢ — ¢.

As one can immediately see, these forms for the translation operator are equivalent and are easily related by employing the braiding
relation in different ways. They also have different physical interpretations for how the translation is performed. Of course, the operators in
all four cases are identical and are just expressed in terms of different exponential factors.

The remaining task is to determine the proper limiting procedure to apply this operator on the position eigenstate at the origin. We derive
it explicitly for the form of the translation operator given in Eq. (20), but the generalization for any of the other forms is straightforward to
work out. Our final result is independent of which form is used.

The strategy is to perform a translation along 7 so that the indeterminate operators corresponding to cos§ and sin @ [when acting on
|07)] can be properly defined. (It turns out that the indeterminacy with respect to ¢ need not be resolved in order to determine the final

formula for the translation operator.) To this end, we introduce exp(ég . ﬁ) exp(— ; 5 - ﬁ) = 1 to the left of T(7). The vector & is an ordinary
displacement vector, not an operator, and we choose it to be in the same direction as the vector 7 in the translation operator. We then move

J. Math. Phys. 62, 072102 (2021); doi: 10.1063/5.0021013 62, 072102-5
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the rightmost exponential factor through T(7) to the right, which we can do since it commutes with T(7), as is easy to see when T(7) is
expressed in its Cartesian form in Eq. (1). We then operate on |07), which yields

7) = ei® PT(7)e 3 " Ploy). (27)
This equation can be re-expressed as

17) = et PT(7)[00 6,0 62). (28)

Since the two rotation operators on the right-hand side of Eq. (20) first rotate by an angle —¢ about the z axis and then by an angle -8 about

the y axis, we find that the final position eigenstate, after the two rotations, points along the +z axis. In other words, the choice that & lies in
the same direction as 7 implies that

tan ¢ = % (29)

X

so that

e%%16,,8,,8.) = | /62 + 62,0,6z) (30)
\/ 62 + 82
v (31)

8

and further implies that
tan 6 =
so that
en?ren?’(8,,5,,6.) = 0,0,0). (32)
Here,
8=1/8:+03+ 0% (33)
Note that the ket |0,0, &) satisfies
c0s0]0,0,8) = 2(0,0,8) = [0,0,4) (34)
#

and

sin0]0,0,8) = £/0,0,8) = 0. (35)
r

Because this is a state oriented along the north pole, the action of cos ¢ or sin ¢ on this ket is indeterminate, in the sense that one cannot
determine the action of cos ¢ or sin ¢ on this state. Our goal is to simplify the form of the translation operator when it acts on this “north-

pole” state. We expand the exponential function exp{—f [(p, —iz ) cosf - T sin 9]} in a power series and use the action of cos 0 and sin 0

on the “north-pole” state [in Egs. (34) and (35)]. Term by term in the power series expansion, we see that the exponential function simplifies
and can be resummed to the form exp[—é ( pr— z%)] acting on the “north-pole” state. This produces

I7) = endPe w9l g 1Oy mir (i}

9). (36)
At this point, because L commutes with 7 and pr» we can separate the radial and angular degrees of freedom according to
165,8,,0:) = e 1%5¢71%(0,0,8) = |r = ) ® |6, ¢). (37)

This result for the label of the state with r = § arises because we define the radial coordinate eigenstates, |1}, to satisfy

r)y =rlr), (38)

with r given by Eq. (9). One can immediately verify that #|0x, 8, 8:) = 8|6x, dy, 8-), which establishes the use of the label r = § in Eq. (37).
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We similarly define the angular state, |0, ¢), to be the state that satisfies

cos 00, ¢) = cos 0]6, ¢), sin H]6, ¢) = sin 6]6, ), (39)
cos<2>|6,¢) = cos ¢|6, ¢), sin g2>|6,(/>) = sin ¢|6, ¢), (40)

with one exception. The eigenvalue-eigenvector relations in Eq. (40) cannot be satisfied when the eigenvalues in Eq. (39) correspond to the
cases where 6 = 0 or 0 = 7.

Note that the operators 7y, , and 7, cannot operate solely on the state |r), i.e., the domain of those operators lies outside of the space of
the eigenstates of the radial-position operator 7. Similarly, they cannot act on the state |, ¢). Of course, they can act on the tensor-product
state |r) ® |6, ¢).

However, we can allow the operator # to act only on |r) (and as the identity operator on |6, ¢)) and cosf (and the other sim-
ilar trigonometric operators) act only on |6,¢) (and as the identity on |r)), as will be seen next. Consider cos® acting on the state
|7 sin B cos ¢, rsin O sin ¢, cos 0) = |r) ® |6, ¢}, which is given by

cos G\r) ®10,¢) = E|1’) ® [0, ¢) (41)

7

_igl _ipl igi . i 1
—e §¢Lze ﬁeLyeﬁeLyrze ’;()LYT‘O,O,T’)
[ S— o
braiding
_ eii‘pt“eﬁei” —sin erA+ cos 67, 10,0,7)
=cosO|r) ® |0, ¢).

We can accomplish this because the eigenvalue-eigenvector relationship given above is unchanged when we change the value of r in the radial
ket. Hence, the operator cos 8 acts as the identity on the |r) ket and can be taken to act solely on the |6, ¢) ket, yielding cos 8]6, ¢) = cos 6]6, ¢).
We can proceed similarly to verify that this separation holds true for the three other trigonometric operators. The argument for the radial
operator acting only on |r) can also be easily verified.

We can then take the limit § — 0" so that exp(ég . ﬁ) — 1. Gathering the final results together, we have established that

7y < e i)

r=0)®16,¢) (42)

and i (a Lo
(7] = (6,9 @ (r = 0fer (P17, (43)

These final expressions are a simplification of the translation operator in spherical coordinates when it acts on the state at the origin.
In order to calculate an energy wavefunction in position space, we must also decompose the energy eigenstate vector of the Hamiltonian
according to a radial and angular momentum tensor-product state via

¥) = lyr) ® [Lm), (44)

where the eigenvalues of L* and L, (when acting on the state |I,m)) are I(I + 1)h? and mh, respectively. It follows that we can write the
wavefunction as the product of the radial wavefunction and the angular momentum eigenfunction according to

(1) = (rlyr)(6, ¢|1,m) (45)
and

¥(7) = v (1) Yim (6, 6)s (46)
where

Yin(6:¢) = (6, ¢|L,m) (47)

denotes the standard spherical harmonic. A derivation of the spherical harmonic in a representation-independent way using the rotation
operators of the “north-pole” state can be found in Ref. 7. The radial wavefunction is thus given by

ehr(pri?)

). (48)

This is the relation that we will use to determine the radial wavefunctions for the three-dimensional hydrogen atom.

v (r) = (rlyr) = (r=0

J. Math. Phys. 62, 072102 (2021); doi: 10.1063/5.0021013 62, 072102-7
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We now turn to the expression of the two-dimensional translation operator in plane polar coordinates. In terms of Cartesian coordinates,
we have

T(p) = e 407 = o), “)

with

f = &t + 1y, P = Expr + By (50)
We use |05) as the position-space eigenvector at the origin for this two-dimensional case. We thus have
5) =T(p) l0g)- (51)

Probably the simplest way to go from |05) to |) is to translate by p in the +x-direction and then rotate by ¢ about the +z-direction.
Indeed, this is the usual way of defining plane polar coordinates, p and ¢. The corresponding operator is

T(ﬁ) _ e*ﬁﬁze*épﬁxeéﬂz. (52)

To show that this is correct, we use the braiding relation to obtain

T(ﬁ) = ¢~ #P(bx cospp, sing) (53)
Since
rc=pcos¢ and r, =p sing, (54)
we immediately see that Eq. (53) reduces to Eq. (49).
From Egs. (A22) and (A23), we obtain
. . h P .
px=(pp—i A)cos¢—p¢ sin ¢ (55)
2p
and
py=1pp— 25 sin ¢ + py cos ¢. (56)
We use Egs. (52) and (55) to write
T(ﬁ) _ e—éq&]:ze—ép[(ﬁp—i%)cosg;ﬁ—[)v, sing@]eﬁq’)ﬁz. (57)

We note that this is an operator identity.
A second way to express T(f) in plane polar coordinates is simply to use Eqs. (54)-(56) to substitute for the Cartesian quantities in
Eq. (49). In this way, we obtain

Txpx + 1yPy = p[(ﬁ, - i%)(cosqS cos$ +sin¢ sin) — pg(cos ¢ sind — sin ¢ cos (})], (58)
T + 1Py = p[(pr - zﬁ) cos(¢ —¢) = py sin(¢ ~ ¢)], (59)

and
rxpx + 1ypy = €;¢£ZP[(ﬁr - ';lﬁ) cos$ - py sin (}]egﬂz. (60)

Upon substitution of this into Eq. (49), we immediately obtain Eq. (57).
Next, we determine how the general operator form of the translation operator in plane polar coordinates simplifies when it acts on the
origin state in two dimensions, |05), similar to what we did in the three-dimensional case.
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We introduce the same pair of 6-dependent exponentials to the left of T(j), where 8 is a two-dimensional vector along 5, move the
rightmost exponential factor to the right through T(), and operate on |05). We thus obtain

p) = er* PT(p)|6.8,). (61)
The choice that § lies along the same direction as § implies that Eq. (29) holds and
e7#:(8,,8,) = 16,0), (62)

where § is given by Eq. (33) with 8, = 0. Note that

A

cos 98,0) = % 8,0 = 5,0) (63)

and

sin9|8,0) = 218,0) = 0. (64)
p

We expand the exponential containing p, in Eq. (57) and use the action of cos ¢ and sin ¢ on |8, 0) to simplify each term and then re-sum to

obtain exp[— %p(ﬁp —i % )] acting on the ket. This yields

i§. 5 —igi —ip(p,—it
9) = erd Femithemie(hmiz) 5, 0). (65)
Since L, commutes with p, and p, we can separate the radial and angular degrees of freedom according to

16:,8,) = & 395

8,0) = |p = 8) ® [¢). (66)

We define the radial coordinate eigenstate to satisfy

Plp) = plp)- (67)

A direct calculation gives p|0x, 8y) = 8|0x, ) justifying the label p = § in Eq. (66). We similarly define the angular state, |$), to be the state that
satisfies

cos §[¢) = cos¢|¢), sing|¢) = sin¢|¢). (68)

Note that the operators 7, and #, cannot operate solely on the states |p) or |¢); that is, the domain of those operators lies outside of the
space of the eigenstates of the radial-position operator p and of the angle ket |¢). Of course, they can act on the tensor-product state |p) ® |¢)
by decomposing the Cartesian position operators into their polar coordinate counterparts.

However, the operator p does act only on |p), which is its eigenstate, and it acts as the identity operator on |¢). Similarly, cos ¢ and sin ¢
act nontrivially on [¢), but as the identity on |p), as derived below. Consider cos ¢ acting on the state |p cos ¢, psin ¢) = [p) ® |¢), which is
given by

cos $lp) ® [¢) = ; p)®[9) (69)

—pe o]
= fxe 77 1 |p, 0)
p
= ¢ 10k gitley omidle

[ —
braiding

_ - heL.cos @iy — sin @iy 19,0)

1
~1p,0)
p

= cos flp) ® [¢).

Note that the eigenvalue-eigenvector relationship given above is unchanged when we change the value of p in the radial ket. Hence, the
operator cos ¢ acts as the identity on the |p) ket and can be taken to act solely on the |¢) ket, yielding cos ¢|¢) = cos ¢|¢). Similarly, this
separation also holds for sin ¢. The argument for the radial operator acting only on |p) can be verified by a similar argument.
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We now take the limit § — 0" so that exp(éé . p) — 1. Gathering the final results together, we have established that

7 =070y @ 1g) (70)

and
(7] = (9] ® (p = 0]er"(Pr7155). (71)

These final expressions are the simplification of the translation operator in plane polar coordinates that we sought when it acts on the state at
the origin.

To calculate an energy wavefunction in position space, we decompose the energy eigenstate of the Hamiltonian into the tensor product
of a radial state and an eigenstate of L. This is given by

%) = lyp) @ |m), (72)

with £|m) = hm|m). The wavefunction is then expressed as the product of a radial wavefunction and a z-component of angular momentum
eigenfunction according to

() = (olyo) ) 73)
V() = 1o (p) Y (4). 1
Here,
V(8 = (9lm) = (g = e lm) = (6 = Olm)e™ = o 5)
(8 = (glm) = (¢ = - (p- - =

denotes the standard eigenfunction of L.. We used the fact that normalization requires (¢ = O|m) = 1/v/27. The radial wavefunction is then
given by

¥o(r) = (plyp) = {p = 0ler?(*i55) 1y, . (76)

This is the relation that we use to determine the radial wavefunctions for the two-dimensional hydrogen atom in Sec. I11.

Ill. APPLICATION OF THE FORMALISM TO THE COULOMB PROBLEM

We now show how these translation operators can be used to calculate wavefunctions of the Coulomb problem in three and two
dimensions. We start in three dimensions, where we have

2

82 a2 a2
S + + €
3d _ Px+ Py +P: - (77)
>

H
2p
Here, y is the reduced mass for the atom and e are the electronic and nuclear charges, respectively. Using the decomposition of the kinetic
energy into radial and angular degrees of freedom, we find that the Hamiltonian can be re-written as

2
€

e

A2 ]
gpsd _ b L-L

= - 78
2u  2u? 7 (78)

We use a tensor product to represent the state vector in terms of the angular momentum eigenstate, |/, m), and the radial state |y, ) via
[w) = |w,) ® |, m). Then, because L - L|I, m) = h*1(1 + 1)|I, m), we have

A2 2 2
. (B Ry &
o ) = | 22 D Sy 6 m)

= (#lvi)) @ [Lm), (79)

which defines the Hamiltonian /“?}3‘1 for a specific angular momentum sector. This Hamiltonian acts only on the radial part of the state vector

because all terms in %, commute with L.
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The Schrédinger factorization method is used to factorize each of these angular-momentum-sector Hamiltonians via

52 2 2
%3d:&+w,?:1§73[+5b (80)
2 2 ut? 7 !

where the correct lowering operator satisfies

N 1 PO 1 I+1
B = ﬂ{pr_Zhl:(l-l-l)ao_f':I}’ (81)

which we can verify with the use of the commutation relation [p;, #*] = —ifik?#*~! (which can be derived by induction from the radial momen-
tum canonical commutation relation using the techniques in the Appendix). Note that the reason one can see for those two specific terms in
By is that when we square the term in parentheses and when we commute it with py, the resulting terms are always a constant term, a linear
term in 1/#, and a quadratic term (1/#*). By adjusting the coefficients, we can arrange for the product B;Bl to have the required form. The
2
G
We denote the eigenstate of %%, corresponding to eigenvalue Ej,_; as |, = n — 1). Here, n, which is a positive integer, is the standard
principal quantum number, and the energy is degenerate for all / such that 0 < /< n — 1. We then have

symbol ag = :% is the Bohr radius, and E; =

2
e

E,_1 = (82)

_77
2 n2ay

which, unfortunately, is conventionally denoted as E,.. To avoid confusion in the equations that follow, we do not redefine it, as is customarily
done. Further note that the choice for the lowering operator in Eq. (81) was made so that the set of energies E,_; form an increasing sequence
for 1 < n < oo. This choice for the increasing sequence guarantees that the eigenfunctions are all normalizable bound states.

Since B;‘B, is a non-negative semidefinite operator, it follows from Eq. (80) that the ground state |, n — 1) of %>, satisfies

#2 nn—1) = E,lnn—1), (83)

with
Buajmn—1) =0. (84)

As we will see, this condition, which we term the subsidiary condition, facilitates the determination of all the eigenstates |, [).
One can also directly verify that when the raising and lowering operators act in the “wrong” order, we have

g b DU &

BiB] = ~E =3 - E. (85)

A

2 u 2 ui?
This allows us to derive the intertwining relationship when a BIT operator is moved to the left past a %,*@ operator. In particular, we have
A 3d A -i- _ A T A A T
#7B] = (B]By+ E)B]
= B?BIB; + E[BlJr
= B;L (BIBIT + E[)
at o 3d
= Bl (86)

Hence, when a B;r operator starts on the right and moves to the left through %, it shifts the index ! of the Hamiltonian upward by one.

We use this intertwining identity to construct all the energy eigenstates that have energy E,—. Note that this approach is different from
the original Schrodinger approach. It is the simplest way to establish all the energy eigenstates. For each n, we can find a total of n states with
different total angular momenta that are eigenstates. The key observation is that the following set of states are eigenstates:

In,1) = CuBl B

BB nn—1), (87)

where 0 <1< 1 — 1: note that when = n — 1, there are no B operators needed and when [ = 0, the string runs from / = #n — 2 down to [ = 0. In
particular, there is no BL operator because E; — —oo as | - —1. This terminates the chain at / = 0. The number C,; is a normalization constant,
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which we determine below. To prove that |, [) is an eigenstate of energy E,—1, we simply operate with % on |n, 1). Using the intertwining
relation, to move the %>¢ operator to the right, increasing its index by one with every step, we find that

A

7?}3d|n,l) = %mCmgjfiT Bt B! ,mn—1)

I+1 - Pn-3Dn-
A A 3d A A A
= CuBl#B],, .. Bl B! ,jn,n—1)
A A A A 3d A
= CuBlBl ... Bl #%B! nn—1)
it R
= CuB/Bl .. Bl B! % n,n—1)
2
e
- - n,l 88
2n2a0| ) (88)

since the state |1, 7 — 1) is an eigenstate of %%, with eigenvalue —e?/2n’ag. We see that for a given n, all the states |, ), with 0 < I <n -1,
belong to the eigenvalue E,,_1. Hence, we have constructed eigenstates of each of the /th angular-momentum-sector Hamiltonians with 0 < [ <
n — 1. When we make a tensor product of such a state with an |, m) angular momentum state, it becomes an eigenstate of the full Coulomb
Hamiltonian.

Before further moving in the derivation, we illustrate schematically what the energy levels are and how the different eigenstates interrelate.
This is depicted in Fig. 2.

We also use the intertwining relation to normalize the state and determine C,,;. This is done by simply computing the norm

1= (nlnl) = |Cul*(n,n— 1|Bysz... BB ... B _,|n,n—1). (89)
—

We start with the innermost pair of raising and lowering operators and note that B,B}L = %% - E). If we move this operator through to the
right, increasing its index by one with each step, until it acts directly on the state |1, n — 1), we see that the intertwining relation will convert
the Hamiltonian to the one corresponding to I = n — 1. This can be immediately evaluated against the state |n,n — 1), yielding the eigenvalue
E,—1. The net effect is we remove the product of the two operators B;Bf and replace it with the factor (E,— — E;). Repeating n — [ — 2 more
times, we find that

1
VIS (Bnor = Ex)

| 280\ (n+ D (n - 1)1
_\}( e? ) @n-1)!(n-1-1)1(1)2" (o1

Cu= (90)

Note that this final result requires that the initial state |n, n — 1) be normalized, i.e., (n,n — 1|n,n — 1) = 1. We will ensure that this is true.

n=1
=0 =1 =2 =3

FIG. 2. Plot of the energy levels of the three-dimensional Coulomb problem up to n = 4. The states |n, n — 1) are the rightmost states in each row. Each additional BT operator
moves us one step to the left (there are no more Bt operators to apply after | = 0). All energies in a given row are degenerate. The dashed line shows where E = 0.
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The next step is to show that the string of B operators acting on |, — 1) is proportional to a Laguerre polynomial in 7 (multiplied by
a power of 1/#) acting on the same state. To do this, we need to go through a proof by induction. Our starting point is to observe that the
subsidiary condition in Eq. (84) can be rewritten as

1o

Bilmn—1) :m( ;)|n,n—1). (92)

naop

This allows us to replace the radial momentum operator acting on the state |n,n — 1) by the sum of a constant and a term that goes like 1/7
(acting on the same state). Given that the commutation relation of the radial momentum with an inverse power of # increases the power by
one as well, one can immediately see that the string of B" operators acting on |1, — 1) will be a polynomial of degree n — [ -1 in 1/#. By
factoring out 1/#"~"", we are left with a polynomial of degree 1 — [ — 1 in #. Recognizing that the dimensionality of a B operator is 7/ ( VHao)
and using 27/nag as the expansion parameter for the polynomial, we have that

; n=l-1 —1-1 n—l-1 5 NJ
ot ot 2ih (nao )" (1)( 27 )
B, ...B ,n—1) = b — ,n—1). 93
R e - B 3 IOIL -0 [P o)

\/ﬂnao

Note that we are suppressing a label of n corresponding to the principal quantum number in the notation for the b coefficients to streamline
the notation; one must remember that a set of b coefficients is generated for each principal quantum number n. We choose the base case to
correspond to [ = n — 2, where the polynomial is just equal to

Bifz|n>”_ 1) =

ih [ 2n—-1 2n—1]

V2u B
_( 2R ) (rao)| 2ol (2 _
_(\/ﬂnao)( 27 )|: 2n+1+2(n_1)(na0)]|”’” 1), (94)

so that b(()”fz) =-2n+1and hf"iz) = (2n-1)/2(n-1). (One could have taken the base case as [ = n — 1, with b(()"fl) = 1, but we chose not
to because that is a trivial base case.) To evaluate the induction step, we remove the leftmost B;f and collect what remains in terms of the
polynomial for I + 1. Then, we operate the p, operator to the right, commuting it through the # operators until it can act on the state |n,n — 1),
where we can use Eq. (92) to replace it by a binomial in 1/7. After collecting the coefficients of powers of #, we find that

n(n—1)ag 7

n—I-1

L 2tV iy 2i Y n+l+1
b.")(—) - (—) ~(j+ 20+ 3)p0 ¢ TIET S 95
;‘; 7\ nay ; naop (j+2t+3) ] * 2(1+1) -1 (93)

where we set bglf D bfll:rll_)l = 0. The key to determining that these results yield associated Laguerre polynomials is to compute the ratio of

successive coefficients of the Ith polynomial using the two formulas we have. This gives

h(lﬂ)
. j+1 _ ontl+l
b, i G+2l+ 4)(?«“) ) 23+ 1)
b»(l) ] el p+D -1
J (]+21+3) - 72(7:11)(7{(1?1) )
)

for 0<j<n—-1-2. (96)

Here, again, we note that b(fr D2 bfll:’lg = 0. This brings us to the induction hypothesis. The ratio is given by
1
b,-(+)1 j-n+l+1

B0 T GGy ©7)

One can immediately see from Eq. (94), for I = n — 2, that the base case gives bi"ﬁz) / bé"iz) = —1/2(n - 1), which agrees with the induction
hypothesis in Eq. (97) for [ = n — 2 and j = 0. Hence, we assume that it holds for I + 1 and substitute into Eq. (96) to show it holds for . This
yields

X0 (=n+l42)  (n+l+1)
T _ G+1)  — 2(+1) (98)
[0) . (n+l+1)j :
bj (]+2l+3)|:1_2(l+1’;(17—n4:’l+1):|
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Putting everything over common denominators yields

b ol DRI DG -n+142) - (j+ D(n+1+1)]

b}(z) G+20+3)(G+ D)2+ 1)(j—n+l+1)—j(n+1+1)] (99)

Expanding the terms in the numerator and denominator in the square brackets, factorizing the expansion, and simplifying then reduces this
result to the one in Eq. (97), which establishes the induction proof. It turns out that the coefficients of a polynomial that satisfy Eq. (97) are
associated Laguerre functions. We use the definition of the associated Laguerre function given by Powell and Crasemann in their quantum
mechanics textbook,®

m k
L¥(x) z ; (’”“);a > alhy, (100)

=0 j=0
which defines the coefficients of the polynomial a j('x’k). We immediately see from Eq. (100) that

ak .
af'(“ ) - j—k (101)
aj(a)k) G+ D)(a+j+1)

This then tells us that the polynomial given by the string of B' operators acting on |, n — 1) is proportional to the associated Laguerre function
with argument given by 2#/nao, & = 21 + 1, and k = n — [ - 1. To find the constant of proportionality [in addition to the power (2#/nao)""",
which we already knew from Eq. (93)], we evaluate the constant term (no # dependence or the maximal power of # in the sum) in Eq. (93). It

is given by

n—Il-1 n—Il-1
2ih ) ( il ) "*1( 1 1 )
p®» I +—), 102
(\/2.“"“0) Ve k=1 \Mdo  kao 1o

where the right-hand side is found from the constant terms in each B' and from each p, in each B" when it acts on |, — 1). This constant
term is not modified by the commutators of the radial momentum with inverse powers of #. From this, we learn that

1\ n@2n-1)!
b (7) T 103
nH 2 (n=1D)!(n+1)! (103)
However, if we instead express beH in terms of the maximal coefficient of the Laguerre polynomial, we find that
n—I-1
O _ o @hinlol) _ ( 1)
bn +1 C a, 11 (I’l _1- 1)' (104)

where C’ is the proportionality constant we need to determine. We immediately learn that

;o T (n-1-1)!(2n - 1)!
Cf(_i) (n+Di(n-1) (105)

Putting this all together, we have derived the identity that

" -1-1)1(2n-1)!

BBl ...B! B -1)
er - BuosBe pealron ( \/_nao) (n+ DY (n-1)!
—1-1 "
x (%) Liﬁil(%)m,n— 1). (106)
Finally, we multiply by C,; from Eq. (91) and find that
el n—1-1)1(2n-1)!{ nap \" ! 27
I, 1y = (=i)"" 1\’ ( (nig)' ) ( 2;'0) Lf,l_Jrll_l(n—%)M,n—l). (107)

Since the eigenvector is defined only up to a complex phase, we choose to remove the factor of (—i)"~'~! in the following.
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We are now ready to compute the wavefunction. We take the overlap of the position eigenstate with the energy eigenstate or

(8¢ @ (r)(|n.1) @ [1, m)). (108)
Using the fact that’
Yim = (0¢|Im), (109)
we find that
| (n=1-1)!(2n-1)! (@)"—1—1 21 (ﬁ) ~
Wnlm(r,(),(/))—\l s D) (r] > L7 - |n,n—1)Y,,(6, ). (110)
Because #|r) = r|r), we immediately find that
| -1-1)2n - 1) - (@)""‘1 241 (g)
wnzme,sb)—\j oy el CCURE! o) NS (o [ CED) a

What remains is to determine the first wavefunction in the chain, ¢,,(r) = (r|n, n — 1). This is where we need to use the translation operator
in spherical coordinates. The radial translation operator is an exponential of ir(f)r + %) /h when acting on the position eigenvector at the
origin. While one can evaluate the exponential of an operator acting on a state via expanding the power series term by term, a more efficient
evaluation can be accomplished if one evaluates the operator acting on one of its eigenvectors—then, the exponentiation becomes trivial. This
is the strategy we adopt here.

We start with some additional operator identities. First, note that [p,,#"*'] = ifi(n — 1) /#". (See the Appendix for details.) Hence, we
use Eq. (92) and the commutator to find that

N 1 1
Pro— |n,n—1):1}'1(”610%”_1 —?—n)|n,n—l), (112)
or
N i\ 1 ih 1
(p,+?)—;’n_l|n,n—l)= P |n,n—1). (113)

Note that this says that the state (1/ #71 |n,n — 1) is an eigenvector for the operator (p, + %
is possible because this operator is not Hermitian.

We are now ready to use the translation operator in spherical coordinates. Since (8¢| = (0,0, 1| exp(i6L,/h) exp(i¢L./h), we have that

) with eigenvalue if1/nao. An imaginary eigenvalue

(r] = (0] exp[%(ﬁ, + ﬂ)] (114)

7

The wavefunction ¢, (r) then becomes

an—1
In,n—1)=r""(r

¢u(r) = {rlmn—1) = (1l %W*l)

=rn—1<or|exp|:%(ﬁ,+ﬁ)]fﬂ%‘n,n—1). (115)

i.

Because the state on the right is an eigenvector for ( pr+ %), we immediately find that

bu(r) = 1 exp(——)(o, il 1). (116)
Note that the term (0| |, n — 1) is a constant because Eq. (116) shows that
. 1
}1_%1 ,n—1¢”(r) = (0, ?n—_1|n,n— 1). (117)
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Its precise value is determined by normalization. We find that

2 oo 2r
1:((0r%|n,n71)) f dr e o | (118)
rn- 0
which yields
2\": 1, ( r )
r)=— rexp{—-—— ). 119
) (nuo) V(@2n)! PU a0 (1)

While this result can be calculated in many different ways, one cannot calculate this wavefunction using the translation operator in Cartesian
coordinates; the translation operator must be expressed in terms of spherical coordinates because it involves a power series in r that includes
odd powers.

We can now summarize our final wavefunction by combining all our results together,

(2 |l s 2r
Yol (1560, ¢) = (nao) n(n+1)! (nao) Ln—l—l(nao )8 Y (6, ), (120)

which is the standard result for the three-dimensional Coulomb bound-state wavefunctions using the Laguerre polynomial definition in
Eq. (100). We want to stress that the entire calculation was based on the representation-independent approach described in the introduction.
All the steps in the derivation used operator algebra. We never needed to represent momentum operators in terms of spatial derivatives. It is
comforting to know that wavefunctions can be calculated in such a representation-independent way.

Having completed our first example, we now move on to the second. We will expedite the description because many of the techniques
for the two-dimensional case are similar to those of the three-dimensional case. However, the two-dimensional case does illustrate some
interesting new twists, so it is important to describe it carefully.

The Coulomb Hamiltonian in two dimensions is given by

A2 A2 2
gpd _Pxthy €

. (121)
2u p
The kinetic energy can again be decomposed into radial and angular components (see the Appendix),
£2 12 R 2
j2or
R (122)
2u 2up p
with
R Y U |
Pp = ;(Txpx +Typy — ?) (123)

Note that in two dimensions, we do have a quantum correction to the kinetic energy (given by the —h*/8up” term). Here, the angular momen-
tum states are given by eigenstates of L,, which satisfy L;|m) = hm|m). Therefore, we form the energy eigenstates as a tensor product of radial
and angular momentum states via |y) = |y,) ® |m). Operating the Hamiltonian onto the tensor-product state yields

2 b K -3 &
2 (lyy) @ ) = [2,4 o) ﬁ]w o |m)

= (21we)) @ Im), (124)

where the second line defines the set of Hamiltonians, %2/, that operate only on the radial state |w,). Note here that the index m can be a
positive or negative integer, unlike in the three-dimensional case, where I is a non-negative integer. Since each of these Hamiltonians depends
on m only through m?, we immediately learn that the radial eigenfunctions and the energy eigenvalues depend only on the magnitude of 1,
that is, on |m|.

We continue to use the Schrodinger factorization method for m > 0 via

o _ 54_ w(m'-3) e

Bt
= B},Bu + Ep. 125
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A quick calculation tells us that

B,n:l{fvp—m[(m L (””5)]} (126)

and

E, = (127)

2ag(m+ 1)

Note that for m > 0, the energies form an increasing sequence, which is required for all the energy eigenstates to be normalizable. While the
algebra above holds for all m, we first focus on working with non-negative m; we will describe how to handle negative m later. In particular,
we already know that the radial part of the eigenvectors will be identical, as will the energies, so we will not be using the above formulas with
negative m to solve these problems.

Computing the product of the two operators in opposite order gives us

PR +1)2_1 2
I (GRS By (129)
2u 2up p

This relation is essentially the same relation as we had in three-dimensions, Eq. (85), so that we immediately find the corresponding
intertwining relation (for m > 0)

BmBL + En,

7Bl = Bl w,, (129)

which can be employed to find eigenstates in the same fashion: we have the eigenvectors given by

|n,m) = CntLBInH .. .B2733172|n, n-1), (130)
for m > 0, with the eigenvalues equal to
2
e
Epr=-——7—3 (131)
2a0(n - 3)°

and Cy, being a normalization constant. The state [n,m = n — 1) = |n,n — 1) satisfies
Buijn,n—1) =o0. (132)
As seen in the three-dimensional case, the normalization constant (for m > 0) is given by
1
TTicr (Bn-1 — Ex)
_(ﬁo(n—;))”""“ (n+m-1)1[(2n-3)1]?
- V2e @2n-2)(n-m-1)[2m-1)1]2

We now discuss some interesting observations about what happens when m < 0. For example, one can see from Eq. (126) that

B,|m‘ = Ble‘fl. Hence, if we extend the eigenstates in Eq. (130) for m < 0, then, because we have that

Cum =

(133)

B BUBL B =B BBl B
)

L |m]-1

= (Z o = Ei—r) - (H 1y — Eo) (134)

we can show the equivalence of the radial component of the eigenvectors for negative m with positive m. If we let the product of operators in
Eq. (134) act on |n, |m|), then each %fi\ yields Ej,, so we find that

[, =[ml) = |n,[ml) (135)

directly from the operator identities. This confirms our statement before that the radial component of the eigenvector for —|m| is identical
to the eigenvector for |m| (with the same principal quantum number #). Further note that the product of numerical factors is precisely the
numerical factors to guarantee that C,,_,| = C,,,j» which is why we have an equality in Eq. (135) rather than a proportionality.
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Energy

m=-3 m=-2 m=-1 m=0 m=1 m=2 m=3

FIG. 3. Plot of the energy levels of the two-dimensional Coulomb problem up to n = 4. The states |n, n — 1) are the rightmost states in each row. Each additional Bt operator
moves us one step to the left (there are no more Bt operators to apply after m = —n + 1). All energies in a given row are degenerate. The dashed line shows where E = 0.

At this stage, we show the spectra along with the operator representation of the radial components of the eigenvectors in Fig. 3. All the
states in a horizontal row (fixed n, —n + 1 < m < n — 1) are degenerate with energy E,_1. The column with m = 0 has the largest number of
eigenstates. As |m| increases, the number of total eigenstates decreases by 1 for each step moving further away from m = 0 (to the right or to
the left).

Our next goal is to find the wavefunctions in position space, and we now assume m > 0 again. As mentioned before, we see that the string
of BT operators acting on the state |, n — 1) will create a polynomial of degree n — m — 1 in 1/p. If we factor out the term 1/p" ™", then the
polynomial is an order n — m — 1 polynomial in p. Just as we saw happen in three dimensions, it turns out to be a Laguerre polynomial for the
two-dimensional case too.

To see this, we start with a definition of the coefficients of the nth polynomial (for m > 0, without loss of generality),

. n—m—1 _ 1 n=m=l, .. 1 A i
BL...BZZn,n—l):[M)] [(nZ)aO] bj(m)[zp)]|n,n—l). (136)
ao =0

Va(n- | 2 & U Lo Da

Again, we suppress the index 7 in the labeling of the b coefficients for notational simplicity. We consider the base case first, corresponding
to m = n — 2. First, we need to determine a modification of the subsidiary condition in Eq. (132) to determine what happens when the radial
momentum acts on |n,n — 1),

1 n-1
poln,n—1) = ib| ——~— — —2 ||n,n—1). (137)
=1 =it oty =2 -
Next, we have that the base case is
Bz2|n,n—1)—1h|: 2n -2 5 - 2”:2]|n,n—l)
V2l (n=3)(n-3)ao
. 1 _ R
B DR | Ut DTN PSP N Y (138)
Vau(n=3)aoll 2 2n=3 (n - 3)ao

so that b(()"_z) =-(2n-2)and bf”_z) = (2n-2)/(2n - 3). This means that bf"_z)/b(()"_z) =-1/(2n - 3), a fact we shall use momentarily.
After establishing the base case for the proof by induction, we next examine the m-th polynomial by splitting off the operator B}, and
having it act on the (m + 1)st polynomial. This yields

n—m-—1 2A Jj n—m—1 2A j
—(j+2m+2 b(’"“MMbWU] - yo[ 2 ] 139
j; [ (+2m+2)b 2m+1 77! (n-1)ao ]; j (n—%)ao (139)

Then, we determine the ratio of subsequent coefficients of the polynomials, just like before, and find that

(m+1)
. J+l _ mtn
bfﬁ) (j+2m+ 3)[—}1(,““) ] o
- J

B~ e for 0<j<n-m-2, (140)
i H m+n
) 0+2m+2)—m[m]
j-1
where we again use b7+ = p(™D g,
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The induction hypothesis is that

b(m) .
1 _ j—n+m+1 (141)
h,-(m) G+D)(G+2m+1)

Recalling the base case, with m = n — 2 and j = 0, we have that the ratio equals —1/(2n — 3), which is what we already calculated above for the
base case. Substituting the induction hypothesis for m + 1 (evaluated for j and for j — 1) into Eq. (140) yields

B (mntma D[@m+ 1) (- n+m+2) - (m+n)(j+1)]

W_ G+D)(G+2m+2)[2m+1)(-n+m+1) - (m+n)j]

(142)

Expanding the terms in the square brackets, factorizing them, and simplifying produces the results in Eq. (141), which completes the induction
proof. Given the ratio of the consecutive coefficients in the Laguerre polynomial in Eq. (101), we see that the string of B operators acting on
|n,n — 1) yields the Laguerre polynomial (with & = 2m and k = n — m — 1) multiplied by a power of p multiplied by a constant, or

X X 2iki n—-m-1 n-a n—m-1 . 25
BL...BLZM”,’_U:CI[ z‘u(;_l)ao] [( 2;) 0] Liml((n_q)ao)hfl,n—l). (143)
V 2 2

Using the same approach as described before, we compute the coefficient of the term that has no p dependence. We express the result in
terms of the b coefficients and equate it to the constant term found from using the subsidiary condition when the string of B operators acts
on|n,n—1). We have

[ N (R "
V2 u(n-3)a T \Va) gl (= 3)ao (k+ao)

m)

which can be solved for bf,_m_l with
—2)! —1)N
b('f)_l _ (2n-2)12m-1)! ‘ (145)
nm (n+m-1)1(2n-3)"
We also can calculate this coefficient from the Laguerre polynomial form. We have
_1\n—m-1
b =gl - eyt (146)
(n—-m-1)!
Hence, we have
C = (c1y! (n-m-1)!12n-2)!2m-1)! (147)
(n+m-1)1(2n-3)"
and
B B \ _ | 1 n—m-1 R
|n,m) _ (_Z.)n—m—l (n m 1)(2n 2) (7’! A2)“0 L%,Tm,l 27’? |n,n _ 1) (148)
(n+m-1)! 2p (n-1)ao

As mentioned before, we drop the irrelevant phase factor, (—i)" " '. Now, we are ready to compute the wavefunctions. We need to determine
the overlap of (¢| ® (p| with |n, m) ® |m). Since (¢p|m) = exp(im¢)/\/2m and plp) = p|p), we find that

wnm(p):\’(""”‘1)!(2”‘2)!<pn,n—1>[(”‘2)“°] L(Z”)) (149)

(n+m-1)!

This leaves us with the task of computing the wavefunction for maximal m with a given #, that is, with m = n — 1.
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Here is where we need to use the translation operator in polar coordinates. We derived the translation operator when acting on the
(05| bra in Eq. (76). Hence, we have that

dnp) = (plmn—1) = <op|exp[;p(f>p R 2’;)]|— 1. (150)

As mentioned before, the best way to evaluate this expression is to find the eigenvector of ( Po+ %’.’ ) Using Eq. (137), we see that

1 1 1 1
pp—|nn-1)=ik| ———— - — [—|n,n-1), (151)
pPPn—1| ) I:(l’l—;)ao ZP:|Pn—1 >

which leads to the eigenvalue/eigenvector relationship

(p : ih)1|nn—1)—ih1|nn—1) (152)
P )t (n=3)aopr 0 0
Hence, we have that
n(p) = (0] ——|m,n — 1)p" " ex ,#]_ (153)
én(p) = ( ppn_ll )P p[ (1= Dao
Normalizing gives us
1 2 1" 1
0| —|n,n-1) = . (154)
Ol =) [(n—é)ao] N(ETE

Summarizing, we find that the normalized wavefunction is

(n—|m|-1)! Im|

o2 Py 2 )em
‘V"'"(P"/’)—[(n_;)m,] Gn=1)(n+m - 1)} XP[‘(_)]Lw((_))m (155)

This completes the calculation of the wavefunctions of the two-dimensional Coulomb problem.

IV. CONCLUSIONS

In this paper, we have shown how one can calculate wavefunctions in a representation-independent manner. The strategy starts from
the origin in position space, translates to the position 7, and then computes the inner product with the energy eigenstate. Doing this for
some central-potential problems requires us to convert the translation operator from Cartesian coordinates to spherical or polar coordinates
because a Taylor series expansion for the wavefunctions of some problems does not exist in terms of the Cartesian coordinates. (This is true,
for example, in the Coulomb problem but is not true for the two- or three-dimensional simple harmonic oscillator.) We illustrated how
to convert from Cartesian coordinates to spherical (or polar) coordinates and then illustrated how the operator expression simplifies when
it acts on the position-space eigenvector at the origin. Finally, we showed how such a procedure works by solving for the wavefunctions
of the Coulomb problem in three and two dimensions. To do this requires us to use Schrodinger’s factorization method, but we do so at
the operator level only and do not convert the operators into the position-space representation. We want to emphasize that performing
calculations in a representation-independent fashion illustrates that essentially all quantum properties are derived from the existence of a
few eigenvectors (such as the position-space eigenvector at the origin and the ground-state eigenvector of the Coulomb problems) and the
canonical commutation relations, [74, pg] = ihd,p. No other assumptions are needed. This methodology is quite general, but it is simpler for
position-space wavefunctions than for momentum-space wavefunctions. This is because the generic factorization method has raising and
lowering operators that are linear in momentum operators but often are nonlinear in the position operators. Hence, it is easier to determine
how the momentum operator acts on an energy eigenstate than to determine how a position operator acts. Nevertheless, this approach can be
used in both position and momentum space and explicitly shows that these two wavefunctions are constructed in similar ways. The approach
to determine them from “differential equations” is often quite different as the general formulation in momentum space is an integral equation
rather than a differential equation, which is what is used in position space. This is true even though the two wavefunctions are directly related
to each other via a Fourier transformation.
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APPENDIX: REPRESENTATION-INDEPENDENT CALCULATION OF COMMUTATORS

In the early years of quantum mechanics, Pauli’ and Dirac!” showed how to use the canonical commutation relation to compute com-

mutators of functions of 7, and pa We use the same method to compute the commutators needed in this work. To start, we compute the
commutator of momentum with #* = #; + #; + #7. Using the Leibniz rule for the commutator of a product, we immediately find that

[pa,r ] = Pa[PasFa] + [Pas Pa|Fa = —2iR4. (A1)
Note that we never use the Einstein summation convention in this paper. Similarly, defining # = | /#2 + #2 + #Z, the Leibniz rule shows that

[par 7] = #pas ] + [P P17 = —2i (A2)
after using the result in Eq. (A1). The commutator [ps, #] commutes with 7 as described by Bshm,* which follows from the triple commutator

with #2,
[#, [pas #1] = #[7, [Pe 1] + [ [P 711 (A3)

and moving the # operator into the second element of the outermost commutator to multiply the term [pa, #] for both nested commutators
(which is valid because [#,7] = 0) yields

(7, #{Par 7] + [Pas #17] = [ [pan 7] = [ (~2iHFa)] = 0 (A4)

after substituting Eq. (A1) into the innermost commutator. Because the square root of an operator is uniquely defined to have the same
eigenvectors as the original operator (but all eigenvalues are equal to the positive square roots of the eigenvalues of the original operators), if an
operator A commutes with another operator B, then the square root of A also commutes with B. Hence, from Eq. (A4), we have [#, [pa, #]] = 0.
Combining this with Eq. (A2) gives us

[Par?] = —ih%‘". (A5)

One uses the Leibniz rule again to compute the commutator with 1/ via

. L7 P!
0= [Poul] = [ a»;] :—lhﬁ"'f’[ a;;], (A6)
which can be re-arranged to give
[ o ] = ih2. (A7)
7

Similarly, using p = | /#% + #}, we find that [pq, p] = —ihi?s/p for « = x or y and it vanishes for a = z. We also find that [ps, 1/p] = ifta/p’
with the same conditions on a. R X X
Similarly, we define cos 0 = 7,/7, sin 6 = p/#, cos ¢ = 7../p, and sin ¢ = #,/p. Then, using the Leibniz rule, we find that

[f)x,cos 9] = ih%, [ﬁy,cos 6] = ih%, [ﬁz,cos 6] = —1h"33, (A8)
[A 'éf—‘ﬁ PRRpeRy I AZ A D Pz
P, sin ] = —ih b [py,sm 9] zh M3 R [pz,sm 9] ih—— o (A9)

[Px> cos ¢] fzhf)ys, [y, cos ¢] ih ;?’, [ cos (/)] =0, (A10)

and
5 s 52
[prosin $] = if rl’;?, [py»sin ] = —th%, [p-,sin] = 0. (A1)
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Of course, these “trigonometric function” operators commute with themselves and with p and # because all position operators commute with
each other. Note that the angle operators are well defined only when they are arguments of the trigonometric functions. We never work with
angle operators by themselves.

As described in the main text, we use the unit-vector operators (:3, = sin H cos g?)é'x + sin Asin g?)é'y + cos ééz, (A?@ = cos D cos (}Ex
+ cos Bsin ¢é, - sin fe., and é{b = — sin ¢éx + cos ¢¢,) to define the components of momentum in spherical coordinates; in spherical coor-
dinates, the unit vectors must be operators, while in Cartesian space, they are not. Using the symmetric combination of the dot product of
momentum with these unit vectors (given schematically as %(A? . ﬁ + % ﬁ -€) and after computing the “quantum corrections” (proportional to
ih), we find that

pr = sin B cos ¢ppy + sin Bsin dppy + cos Bp, — ﬁ, (A12)
i
) N n o . p. . coth
P = cos O cos ¢px + cos Osin ¢p, — sin Op, — ih———, (A13)
and
Py = — sin ¢py + cos Pp,. (A14)

Note that py does not have a quantum correction due to reordering. This is because it is equal to L./p.
Now that we have the components of momentum along the different spherical coordinate directions, we can use the commutation
relations of the Cartesian components of momentum with the radial and angular operators to find that

[prr#] = =ik, [pr,p] = —ih sind (A15)

and the commutator of p, with any trigonometric function of angles # and @ is zero. We also have that py commutes with functions of # and

~

¢. However, we have

L inf L b
[pg,cos 9] =ih SH} and [pe, sin 6] = —ih COAS (Al6)
i i
In addition, we have
[pe»p] = —ih cosb. (A17)
Finally, for pg, we find that it commutes with trigonometric functions of & and arbitrary functions of # and p. We also find that
[Pg» cos ¢] = ih Slr}¢ and [py,sin (/)] = ﬂ'hﬂ. (A18)
P p

Surprisingly, because the projections of the momentum operator onto non-Cartesian unit-vector operators are not canonical momenta,
we need to compute their commutators, which do not vanish, in general. We find that

L ih,

[brbo] = = b (A19)
L in,

[Brpo] = < by (A20)

and

cot6 Po- (A21)

[P, pg] = ih

1’).

In two dimensions, there are only a few changes. We define é, = (7+éx + 7,€,)/p and és = (~7é: + 7x€,)/p, the latter vector being the
same as in three dimensions. Using the trigonometric operators, these become

Pp = cos ¢py + sin pp, — ;Z (A22)
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Py = —sin ¢ppx + cos ¢py (A23)

after evaluating the quantum correction for the radial momentum operator. The commutators are similar, and we report them here: first, for
the radial momentum, which satisfies
(Pp>p] = —ih, (A24)

while p, commutes with cos ¢ and sin ¢, and next, for the ¢-component of the momentum

sin

pg,cos | = ik and [pg,sin] = —ihm. (A25)
4 4

A

We also have [p¢, /3] = 0. Finally, we compute the commutation relation between the components of the momentum operator. This yields
N ik,
[bo-be] = S0 (A26)

The last set of identities we derive in this appendix is the conversion of the kinetic-energy operator into its radial and angular components.
Beginning in three dimensions, we find that

D7 = 5 (s + by + oz = i) < (b + by + Fpz — ih)

1ros2 2.2 24 NP PN A
=5 [r)chi + r;p}z, + rﬁpﬁ + 205 Py pxpy + 27y Fopype + 2 xpapx — 2ih(Txpx + Fypy + rzpz)]. (A27)

>

Next, using the standard definition of orbital angular momentum,

iflx = Zeaﬁy?ﬁﬁyx (A28)
By
we find that
2 - fz[(rxpy*rypx)(rxpy*@px) + (Fypz = tapy) (Pypz — #2py) + (Fopx — Pxpz) (Fpx — #xPz)]
= %[(%ﬁ +12)px + (3 +32)py + (7% + 7))z — 20k pupy — 20yFepype — 20ctcpupe + 2i(Fups + Py + F2p2) . (A29)

Adding together our results for p? and i E/ #* yields

A

L o 2 oy 1 LI:
2ﬂ(px+py+pz)Zﬂ(pﬁ - ) (A30)

Note that there are no quantum corrections in this case.
In two dimensions, we find that

IR 7O SN |
P;2> = ’g(fxpx + 1Py — Eh)f)(r"p" + Iypy - Eh) (A31)

| FETC R TC RPN o
= E ripi + r;p; + 27 fypapy — ih(Fxpx + Typy) + 4]

and .
L L1252 3252 abdy by + (e + 1yy)] (A32)
,lA)Z = ’[)2 ny xpy xTyPxPy xPx yPy) |-
Again, adding these two together yields
1, 52) 1 (., Li-1in (A33)
—(pe+Dy)=—|po+ —— |
2u Pxtby) =5 " Pp 7
In this case, there is a quantum correction (namely, the term proportional to 7).
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