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Real-time evolution of static electron-phonon models in time-dependent electric fields
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We present an exact Monte Carlo method to simulate the nonequilibrium dynamics of electron-phonon
models in the adiabatic limit of zero phonon frequency. The classical nature of the phonons allows us to
sample the equilibrium phonon distribution and efficiently evolve the electronic subsystem in a time-dependent
electromagnetic field for each phonon configuration. We demonstrate that our approach is particularly useful for
charge-density-wave systems experiencing pulsed electric fields, as they appear in pump-probe experiments. For
the half-filled Holstein model in one and two dimensions, we calculate the out-of-equilibrium response of the
current and the energy after a pulse is applied as well as the photoemission spectrum before and after the pump.
Finite-size effects are under control for chains of 162 sites (in one dimension) or 16 × 16 square lattices (in two
dimensions).
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I. INTRODUCTION

Electron-phonon interaction plays an important role in
strongly correlated materials in which it can give rise to
superconductivity, the formation of polarons, or charge-
density-wave (CDW) order. Progress in ultrafast optical
spectroscopy has opened up a path to drive these materials
out of equilibrium using strong light pulses and probe the
evolution of these phases or the emergence of new phenomena
directly in the real-time domain [1]. A recent focus of pump-
probe experiments has been on CDW materials like TaS2

[2–8] or the rare-earth tri-tellurides [9,10]. Pumping light into
these materials can lead to a long-time ringing of the CDW
amplitude mode, as observed in angle-resolved photoemission
[2], and even to long-lived metastable phases showing a large
change in conductivity [4]. While it is widely debated whether
in these materials CDW order arises from the Peierls instabil-
ity or from a purely electronic mechanism, phonons always
play an important role in the out-of-equilibrium dynamics and
relaxation toward a steady state.

Theoretical modeling of these systems is often based on
time-dependent Ginzburg-Landau theory or Boltzmann equa-
tions, which provide a phenomenological description of the
CDW state. Migdal-Eliashberg theory is very successful for
phonon-mediated superconductors but less reliable for CDW
systems (because of the different ways these systems are
screened). To understand the microscopic details of these
systems, we need efficient numerical techniques to solve the
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quantum many-particle problem out of equilibrium. While
for a realistic modeling we have to consider both electron-
electron and electron-phonon interactions, the exact solution
of the phonon part turns out to be the biggest challenge
for simulations. For small clusters, exact diagonalization has
been performed with classical [11,12] and quantum phonons
[13]. The density-matrix renormalization group (DMRG) has
been applied to one-dimensional (1D) systems [14–17], but
so far simulations could only reach short timescales on small
lattices. The major challenge for wave-function-based meth-
ods is the growing number of excited phonons with time.
Already in thermal equilibrium, the unbound bosonic Hilbert
space makes these methods less efficient than for purely elec-
tronic systems. Quantum Monte Carlo methods can avoid
this problem and recently made progress in determining the
equilibrium phase diagrams of phonon-coupled systems in
higher dimensions using exact [18–28] and variational [29,30]
approaches, but the dynamical sign problem prevents ap-
plications to the real-time domain. In infinite dimensions,
nonequilibrium dynamical mean-field theory [31,32] gives
exact results for the CDW phase in the purely electronic
Falicov-Kimball model [33–35], whereas phonons can only
be included approximately using a strong-coupling impurity
solver [36,37] or Migdal’s approximation [38]. Approximate
results can also be obtained from weak-coupling perturbation
theory [39–41]. At this time, all available methods that solve
the nonequilibrium electron-phonon problem exactly are re-
stricted to small system sizes and short timescales, inhibiting
simulations for the experimentally relevant case of quasi-2D
systems.

In this article, we show that the electron-phonon prob-
lem driven by a time-dependent electromagnetic field can be
solved efficiently in the adiabatic limit of infinite ion mass. In
this limit, the phonon frequency is zero and the lattice loses its
dynamics. As a result, the phonons become classical variables
and their thermal distribution function can be sampled using
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a classical Monte Carlo method in combination with exact
diagonalization of a quadratic electronic Hamiltonian [42,43].
A similar approach had been applied to the double-exchange
model for the manganites where electrons couple to classical
spins [44]. While previous work mainly concentrated on equi-
librium properties, we show that this class of models is well
suited to study the response of a minimal interacting system
to a pulsed electric field as it appears in pump-probe scenar-
ios. Because for each phonon configuration the full problem
reduces to a noninteracting system in a time-dependent field,
the time evolution can be obtained by iteratively diagonalizing
the time-dependent Hamiltonian. Using the example of the
Holstein model, we demonstrate that our approach can access
timescales that are long enough to reach a steady state after
a pulsed electric field has been applied. System sizes of 162
sites for a 1D chain and 16 × 16 sites for a 2D square lattice
are sufficient to control finite-size effects. Starting from differ-
ent initial temperatures, we show results for time-dependent
observables like current and energy as a pump field is applied,
as well as the photoemission spectra before and after the
pump.

The adiabatic approximation of zero phonon frequency is
often used for modeling the equilibrium properties of CDW
materials. In many of these materials, the phonon mode that
drives the Peierls instability went soft, so it only has a few
meV [45] in the ordered phase, which is much smaller than
the electronic energy scale, and the adiabatic approximation
turns out to be in good agreement with experiments [46].
Indeed, a classical treatment of the phonons is justified as
long as the Peierls gap and/or the temperature are larger than
the phonon frequency [47], which was recently confirmed by
quantum Monte Carlo simulations [48]. The application of
strong electric fields in pump-probe experiments raises the av-
erage energy of the system to be much higher than the phonon
frequencies, implying that the adiabatic approximation should
be accurate for pumped CDW systems at short timescales.
Our results in the adiabatic limit capture the relaxation of
the electronic subsystem from scattering off the phonons after
a pump was applied. However, the adiabatic approximation
will not be able to describe the correct long-time behavior of
real materials, as the phonons are conserved quantities and
cannot exchange energy with the electronic subsystem. At the
end of this article, we will discuss how this limitation can be
overcome by including a classical dynamics for the phonons.

The paper is organized as follows. In Sec. II we define the
Holstein model in a time-dependent electric field, in Sec. III
we introduce the equilibrium and nonequilibrium formalism
of the Monte Carlo method, in Sec. IV we present results for
the 1D and 2D Holstein model, and in Sec. V we conclude.

II. MODEL

The Holstein model [49] is given by the Hamiltonian

Ĥ = − J
∑
〈i, j〉σ

ĉ†
iσ ĉ jσ +

∑
i

(
K
2 Q̂2

i + 1
2M P̂2

i

)

+ g
∑

iσ

Q̂i
(
n̂iσ − 1

2

)
. (1)

The first term describes the nearest-neighbor hopping of elec-
trons with amplitude J . Here, ĉ†

iσ (ĉiσ ) creates (annihilates)
an electron at site i with spin σ . The second term represents
local harmonic oscillators with displacement operators Q̂i and
momenta P̂i. We define the optical phonon frequency ω0 =√

K/M, where K is the stiffness constant and M is the phonon
mass. The third term couples the phonon displacement Q̂i to
the local electron density n̂iσ = ĉ†

iσ ĉiσ via a constant g. We
use the dimensionless coupling parameter λ = g2/KW , where
W is the bandwidth of the noninteracting electron system.
We have W = 4J for the 1D chain and W = 8J for the 2D
square lattice. We use J = 1 as the unit of energy and consider
half-filling with 〈n̂iσ 〉 = 1/2.

In the following, we only consider the adiabatic limit
M → ∞, which corresponds to ω0 → 0 at fixed K = Mω2

0.
Then, the phonon momenta P̂i drop out of the Hamiltonian,
and the displacement operators Q̂i can be replaced by classical
variables qi. The ground state of the adiabatic Holstein model
can be obtained from the variational principle. At half-filling,
the ground-state energy E (�q) for the 1D chain and for the
2D square lattice considered in this article is minimized by
the mean-field ansatz qi = �/g cos(K · Ri ). The periodic lat-
tice distortion is accompanied by CDW order with ordering
vector K = π [K = (π, π )] for the 1D (2D) case, which
corresponds to an alternating (checkerboard) pattern of the
electronic density. The single-particle gap � can be estimated
self-consistently from the mean-field equations. For any finite
electron-phonon coupling λ we get � > 0 and the ground
state is twofold degenerate under � → −�. At zero tem-
perature, the perfect dimerization reduces the Holstein model
to a single-particle Hamiltonian with a fully occupied lower
band and an empty upper band separated by the gap �. At
finite temperatures, the adiabatic Holstein model remains an
interacting problem that can be solved with the Monte Carlo
method discussed in Sec. III. In 1D, long-range CDW order
can only exist at zero temperature due to the spontaneous
breaking of a discrete Z2 lattice symmetry, so that any finite
temperature leads to a disordered phase. However, the Peierls
gap � is only fully filled in at a finite coherence temperature
where short-range CDW correlations disappear [50]. On the
square lattice, CDW order remains stable up to a critical tem-
perature, above which one can find a disordered phase [18]. In
both cases, CDW order is strongest at ω0 = 0. While the CDW
ground state of the 1D chain can be destroyed at a critical
ω0,c, it is expected to remain stable for the 2D square lattice
[18]. For further information on the effects of quantum lattice
fluctuations on the thermodynamic properties of the Holstein
model, we refer to Refs. [18,48].

After preparing the Holstein model in a thermal state, we
want to drive the system out of equilibrium using a time-
dependent classical electromagnetic field

E(r, t ) = −∇�(r, t ) − 1

c

∂A(r, t )

∂t
, (2)

B(r, t ) = ∇ × A(r, t ). (3)

The electric field E(r, t ) and the magnetic field B(r, t ) can
be represented in terms of the static potential �(r, t ) and
the vector potential A(r, t ). We use the temporal gauge with
�(r, t ) = 0. Then, the vector potential can be included in
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Eq. (1) via the Peierls substitution

ĉ†
iσ ĉ jσ → exp

[
− ie

h̄c

∫ R j

Ri

A(r, t ) dr
]

ĉ†
iσ ĉ jσ . (4)

Here, Ri is the Bravais vector that points toward lattice site
i. In the following, we set e = h̄ = c = 1. We pump our sys-
tem with a spatially homogeneous but time-dependent electric
field

E(t ) = E0 exp

(
− t2

2σ 2
p

)
sin(ωpt ). (5)

Here, E0 is the field amplitude, σp is the pump width, and
ωp is the pump frequency. We assume that the pump pulse is
centered at t = 0, and we choose a field that has no dc com-
ponent, consistent with optical pulse excitation. Our approach
neglects some magnetic field effects generated near when the
field is turned on and turned off, because this field does not
satisfy Maxwell’s equations. This approximation corresponds
to describing optical light in a crystal as having vanishing
momentum, which is a common approximation.

III. METHOD

Microscopic models of electrons that only interact with
classical degrees of freedom can be solved efficiently using
the Monte Carlo method of Ref. [51]. The method has been
applied to a variety of scenarios, including the coupling to
adiabatic phonons in Holstein or Su-Schrieffer-Heeger mod-
els [42,43], localized electrons in the Falicov-Kimball model
[52], classical spins in double-exchange models [44], or Z2

spins in effective models for Kitaev spin liquids [53].
In the following, we first review the equilibrium formu-

lation of the Monte Carlo method before we discuss the
nonequilibrium formalism.

A. Equilibrium formalism

The Monte Carlo method described in this section applies
to a generic Hamiltonian of the form

Ĥ = Ĥel(�q) + V (�q) (6)

that can be split into a classical potential V (�q) and a bilinear
electronic part

Ĥel(�q) =
∑

i j

∑
σ

ĉ†
iσ Hi j (�q) ĉ jσ (7)

coupled to classical degrees of freedom �q. For simplicity of
notation, we assume that the single-particle Hamiltonian Ĥ(�q)
is equal for all spin components. The partition function of
Hamiltonian (6) takes the form

Z =
∫

d �q e−βV (�q)Zel[�q], (8)

where Zel[�q] = Tr exp[−β(Ĥel(�q) − μN̂ )] is the grand-
canonical partition function of the electronic subsystem (for a
specific configuration �q of the classical variables), β = 1/kBT
is the inverse temperature, μ is the chemical potential, and N̂
is the total particle-number operator.

Any expectation value of the full system,

〈Ô〉 =
∫

d �q Weq[�q] 〈〈Ô〉〉�q, (9)

can be expressed as a weighted average over the equilibrium
distribution of classical variables �q,

Weq[�q] = 1

Z
e−βV (�q)Zel[�q], (10)

and the noninteracting expectation value of the electronic
subsystem for a fixed configuration �q,

〈〈Ô〉〉�q = 1

Zel[�q]
Tr

{
e−β[Ĥel (�q)−μN̂] Ô�q

}
. (11)

The classical variables �q can be sampled from Weq[�q] using
the Metropolis-Hastings algorithm. We propose local updates
qi → q′

i = qi + �q which only change a single coordinate.
For each Monte Carlo update, we need to diagonalize Ĥ(�q)
to obtain

Ĥel(�q) =
∑
ασ

εαγ̂ †
ασ γ̂ασ , ĉiσ =

∑
α


iαγ̂ασ . (12)

Here, 
iα is the transformation matrix from real-space coor-
dinates to the energy eigenbasis with eigenvalues εα . Unless
necessary, we will suppress the �q dependence of the eigenba-
sis in the following. With this, the Monte Carlo weight

Weq[�q] = 1

Z
e−βV (�q)

∏
ασ

{
1 + e−β(εα [�q]−μ)

}
(13)

is always positive and the Metropolis acceptance probabil-
ity becomes R(�q → �q′) = min(1,Weq[�q′]/Weq[�q]). To obtain
independent configurations, we need to perform O(L) local
updates. Therefore, the algorithm scales as O(L4). To improve
the sampling at low temperatures, we use an exchange Monte
Carlo technique [54]. For further details on our implementa-
tion, see Ref. [50].

For each Monte Carlo configuration �q, observables are cal-
culated from Eq. (11). Because expectation values are taken
with respect to a quadratic Hamiltonian, Wick’s theorem is
valid for each �q. Therefore, the computation of thermal aver-
ages only requires access to the equilibrium density matrix

〈〈ĉ†
iσ ĉ jσ 〉〉�q =

∑
α


 jα nF(εα ) 

†
αi. (14)

Here, nF(εα ) = 1/{1 + exp[−β(εα − μ)]} is the Fermi-Dirac
distribution.

B. Nonequilibrium formalism

The calculation of observables from Eq. (11) is not re-
stricted to the equilibrium case. Wick’s theorem remains valid
in the real-time domain so that any time-dependent correlation
function can be obtained from the greater and lesser Green’s
functions,

i G>
i jσ (t, t ′; �q) = 〈〈ĉiσ (t ) ĉ†

jσ (t ′)〉〉�q, (15)

−i G<
i jσ (t, t ′; �q) = 〈〈ĉ†

jσ (t ′) ĉiσ (t )〉〉�q. (16)
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The time-dependent single-particle operators are defined in
the Heisenberg picture,

ĉiσ (t ) = Û †(t, t0) ĉiσ (t0) Û (t, t0), (17)

and the time-evolution operator from t0 to t is given by

Û (t, t0) = T̂t exp

[
− i

∫ t

t0

dt ′Ĥ(t ′)
]
, (18)

where T̂t is the time-ordering operator. To get access to
Û (t, t0), we discretize the real-time evolution into small in-
tervals �t , so that Û (t, t0) can be obtained sequentially via

Û (t, t0) = Û (t, t − �t ) Û (t − �t, t0). (19)

Then, the time-evolution operator for a single time step can be
approximated as

Û (t, t − �t ) = exp[−i�t Ĥ(t )] + O(�t2). (20)

Here, we choose Ĥ(t ) to be constant for the time step �t . We
want to emphasize that the time evolution with Eq. (20) is still
exact if Ĥ (t ) has a discretized time dependence. Because the
Hamiltonian is quadratic, the time evolution of the annihila-
tion operator,

ĉiσ (t ) =
∑

j

Ui j (t, t − �t ) ĉ jσ (t − �t ), (21)

is determined by the single-particle evolution operator. Equa-
tion (21) can be derived from the Heisenberg equation of
motion, i dĉiσ (t )/dt = [ĉiσ (t ), Ĥ(t )], using Eqs. (17) and
(20). We obtain

Ui j (t, t − �t ) =
∑

α


iα (t ) e−i�t εα (t ) 

†
α j (t ), (22)

which can be calculated by diagonalizing Ĥ(�q, t ) according
to Eq. (12). After plugging Eq. (21) into Eqs. (15) and (16),
the greater and lesser Green’s functions eventually become

i G>
i jσ (t, t ′; �q) =

∑
α

Uiα (t, t0) [1 − nF(εα )]U†
α j (t

′, t0),

−i G<
i jσ (t, t ′; �q) =

∑
α

Uiα (t, t0) nF(εα )U†
α j (t

′, t0), (23)

where Uiα (t, t0) = ∑
j Ui j (t, t0) 
 jα (t0). We assumed that at

the initial time t0 the system is in thermal equilibrium, and
therefore we used Eq. (14) to include nF(εα ) in Eq. (23).

The computational effort for calculating observables in
the real-time domain depends strongly on the scenario for
the time evolution. The simplest case corresponds to a
time-independent Hamiltonian where the evolution opera-
tor Uαα (t, t0) = exp[−i(t − t0)εα] is fully determined by the
equilibrium eigenvalues. As a result, one can obtain the equi-
librium spectral functions for each Monte Carlo configuration
directly from the Lehmann representation. This approach
can also be combined with nonequilibrium Green’s function
techniques, e.g., to calculate the charge transport through
the system when noninteracting leads are attached [55]. An-
other simple scenario involves parameter quenches where the
Hamiltonian has to be diagonalized once before and once after
the quench but eigenvalues are constant within each time do-
main [56]. For a more generic time-evolution scenario, Ĥ(t )

has to be diagonalized for each step �t such that the compu-
tational effort for each measurement becomes O(L3Nt ), where
Nt is the number of time steps. Evolving the system up to long
timescales will quickly dominate the computational costs over
the sampling of the equilibrium distribution. In this article, we
demonstrate that the Monte Carlo method introduced above is
nonetheless very powerful for the time evolution with pulsed
electric fields. Further simplifications can occur for periodic
driving where Floquet theory applies [57].

C. Calculation of observables

Any time-dependent single-particle observable can be cal-
culated from the greater and lesser Green’s functions in
Eq. (23). We prepare our system at an initial time t0 in the
equilibrium eigenbasis labeled by the index α. The time de-
pendence of Eq. (23) can then be accessed by propagating
Uiα (t, t0) forward in time. For this, we iteratively diagonalize
Ĥ(t ), set up the evolution operator for a time step �t accord-
ing to Eq. (22), and carry out the time evolution in Eq. (19)
via a matrix multiplication.

Equal-time observables can be calculated after each time
step from G<

i jσ (t, t ). In this article, we will consider the elec-
tronic energy

Eel(t ) = − J

L

∑
iσ

〈
e−iφi�(t )ĉ†

Ri,σ
(t ) ĉRi+e�,σ

(t ) + H.c.
〉

(24)

as well as the total current j(t ) = j(t ) · E0/|E0|, where

j�(t ) = − J

L

∑
iσ

〈
i e−iφi�(t )ĉ†

Ri,σ
(t ) ĉRi+e�,σ

(t ) + H.c.
〉

(25)

is the component in the � ∈ {x, y} direction, and e� is the cor-
responding translation vector. Here, φi�(t ) is the flux created
by the site- and time-dependent vector potential in Eq. (4).

To get access to the full Green’s functions, we tabulate
Uiα (t, t0) for each time step and only evaluate Eq. (23) when
the time evolution is completed. In this way, we can calculate
the photoemission spectrum [58]

P(ω, tprobe ) 
 −i
∫ ∞

−∞
dt

∫ ∞

−∞
dt ′ s(t ) s(t ′) e−iω(t−t ′ )

× 1

L

∑
iσ

G<
iiσ (t, t ′) (26)

from the local lesser Green’s function. We use a Gaussian
envelope function for the probe pulse,

s(t ) = 1√
2πσprobe

exp

[
− (t − tprobe)2

2σ 2
probe

]
, (27)

centered at time tprobe and with width σprobe. It is sufficient
to evaluate G<

iiσ (t, t ′) for t, t ′ chosen from an interval around
tprobe and in the end perform the discretized Fourier transform.

IV. RESULTS

A. Spinless Holstein model in 1D

We first consider the 1D spinless Holstein model as it has
become the standard test case for numerical approaches to
the electron-phonon problem. We set λ = 0.5 and restrict our
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FIG. 1. Finite-size analysis of the current in the 1D spinless
Holstein model for different initial temperatures. Here, λ = 0.5,
�t = 0.1. Error bars are smaller than the linewidth.

discussion to the half-filled case, for which the thermody-
namic properties were studied in Ref. [50]. For the real-time
evolution, we apply the pulsed electric field defined in Eq. (5)
with E0 = 1.0, σp = 5.0, and ωp = 1.0. We use time steps of
�t = 0.1 for which discretization effects are smaller than the
linewidths in our plots [59].

Figure 1 shows a finite-size analysis of the current for
different initial temperatures. The effect of finite lattices is
strongest at kBT = 0 in Fig. 1(a), where the Holstein model
reduces to a noninteracting two-band problem via the perfect
periodic lattice distortion qi = (−1)i�/g. For λ = 0.5, we
estimate the single-particle gap as � ≈ 0.34. At kBT = 0, the
real-time evolution of the two-band system can be calculated
efficiently [60] such that we can get converged results in
system size. Figure 1(a) shows that the onset of finite-size
effects can be delayed to longer times with increasing L. For
L = 162, the current is converged up to t = 40. Starting our
simulations at finite temperatures substantially reduces finite-
size effects, as demonstrated in Figs. 1(b)–1(d). The reduction
of lattice-size effects coincides with the suppression of short-
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FIG. 2. Time-dependent response of the 1D spinless Holstein
model for different initial temperatures. For the pump field shown
in panel (a), we plot (b) the electronic energy and (c) the current.
Here, λ = 0.5, L = 162, �t = 0.1.

range CDW correlations and the filling-in of the Peierls gap
at kBT ≈ 0.1. For 1D systems, we also find that finite-size
effects are stronger for pulsed electric fields than for the dc
fields considered in Ref. [57].

In Fig. 2, we study the effect of the initial temperature
on the electronic energy Eel(t ) and the current j(t ). We set
L = 162 for which finite-size effects are negligible. We find
that the oscillations of Eel(t ) in Fig. 2(b) closely follow the
time dependence of the pump field in Fig. 2(a). In the low-
temperature regime, the initial energy only changes slightly
with increasing kBT , whereas the final energy substantially
increases with kBT . It therefore appears that the heating in-
duced by the pump is more effective in the presence of thermal
fluctuations that have filled in the equilibrium Peierls gap.
This is in contrast to the scenario of a constant applied field
where Eel gets closest to an infinite-temperature steady state
for the lowest kBT [57]. Only at the highest temperatures does
the final energy decrease again. This is in agreement with the
phonon-induced disorder becoming stronger at higher kBT .
Figure 2(c) shows that the current is increasingly damped
with higher kBT . In particular, for any kBT > 0 the current
approaches zero in the long-time limit.

Figure 3 shows the photoemission spectra P(ω) before and
after the pump field is applied, as calculated from Eq. (26).
We use a probe width of σprobe = 10.0 to have high-energy
resolution and set tprobe = ±50.0 for which the spectra have
converged to their long-time limits t → ±∞. Figure 3(a)
shows P(ω) in the initial state for different temperatures. At
kBT = 0, P(ω) probes the occupation of the lower band in the
density of states. Note that the square-root singularities at the
band edges are smeared out by the finite probe width. Thermal
fluctuations of the phonons lead to a broadening of the spectral
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FIG. 3. Photoemission spectrum of the 1D spinless Holstein
model (a) before and (b) after the pump for different initial tempera-
tures. Here, L = 162, λ = 0.5, �t = 0.1.

features and a closing of the single-particle gap [50]. Because
P(ω) probes the occupation of all available states according
to the Fermi-Dirac distribution, we find an exponentially acti-
vated tail of excitations for ω > 0. After the pump has been
applied, the photoemission spectrum in Fig. 3(b) includes
substantial excitations in the upper band. Our exact approach
allows us to resolve the fine structure of the excitation spec-
trum, which includes several peaks in the upper band. The
main effect of the thermal fluctuations is the broadening of
the sharp peaks that appear in the zero-temperature limit of
perfect CDW order. Moreover, with increasing kBT the occu-
pation of the highest accessible states at the upper band edge
increases.

B. Spinful Holstein model in 2D

In the following, we apply our method to the 2D spin-
ful Holstein model on the square lattice. At half-filling, the
equilibrium problem has a thermal phase transition from a
low-temperature CDW phase to a disordered phase that falls
into the Ising universality class [18]. We consider λ = 0.15
for which the mean-field gap at kBT = 0 is � ≈ 0.55 and
the critical temperature is kBTc ≈ 0.1 [18]. Starting from a

thermal state, we drive our system with the pulsed electric
field of Eq. (5) applied in the diagonal direction E0 = (1, 1)
with σp = 5.0 and ωp = 1.0. We use �t = 0.1.

We start our discussion of the 2D Holstein model with a
finite-size analysis of our nonequilibrium observables. Similar
to the 1D case, lattice-size effects are largest at kBT = 0,
where the half-filled Holstein model reduces to a noninter-
acting two-band problem. While thermal lattice fluctuations
typically reduce lattice-size effects by broadening the δ ex-
citations of a noninteracting system, tight-binding models on
the square lattice usually suffer from strong size effects due
to large level degeneracies. A common trick in equilibrium
Monte Carlo simulations is to lift these degeneracies with a
static magnetic field that vanishes for L → ∞ [61]. Threading
the entire lattice with one magnetic flux quantum leads to
an improved scaling already for small L. Figure 4 compares
the finite-size analysis of the current, electronic energy, and
photoemission spectrum in the CDW phase at kBT = 0.05
with and without an applied magnetic flux �. Our simulations
reach L × L lattices with L � 20. For � = 0, the current in
Fig. 4(a) and the electronic energy in Fig. 4(b) show signifi-
cant size effects at the longest times and even at intermediate
times t ≈ 0 they are not yet converged with L. By contrast,
Figs. 4(d) and 4(e) show quick convergence at t ≈ 0 for � =
1. Moreover, � = 1 suppresses the finite-size oscillations of
the current at the longest times and leads to converged results
for L 
 20. The presence of the flux cannot fully eliminate
the size effects of the final electronic energy in Fig. 4(e),
but it seems to enforce a monotonic dependence of Eel(L).
The photoemission spectra in Figs. 4(c) and 4(f) show the
largest improvement when a flux is included. For � = 0, only
the Peierls gap and the bandwidth can be estimated reliably,
whereas the remaining spectrum is dominated by broadened
δ peaks which only slowly evolve into well-defined bands
with increasing L. For � = 1, a continuous spectrum that
contains all the main features is already obtained for L = 8.
The fine structure of the lower and upper bands can be clearly
identified with increasing lattice sizes. All in all, the presence
of a magnetic flux greatly reduces finite-size effects in our
nonequilibrium observables and enables a reliable estimation
of the photoemission spectra. Hence, we will use � = 1 for
all results discussed below.

Figure 5 shows Eel(t ) and j(t ) for different initial tempera-
tures at L = 16. Our finite-size analysis suggests that the final
energies in Fig. 5(b) might not be fully converged in L, but we
expect the relative changes with kBT to be consistent. Similar
to the 1D case, the final electronic energy increases with tem-
perature up to kBT ≈ 1.0. Only for higher temperatures does
the thermal phonon disorder reduce the energy absorption
again. As long as the pump field is applied, the current in
Fig. 5(c) remains rather stable against thermal fluctuations
if the initial state was in the CDW phase. Moreover, the
long-time tail at kBT = 0 is only weakly damped by thermal
fluctuations. For the longest times considered in Fig. 5(c),
the damping towards zero current only becomes stronger as
we approach kBTc ≈ 0.1. If we initialize our system deep in
the disordered phase, the current gets significantly damped
also at intermediate times. Interestingly, we observe a slight
enhancement of j(t ) at early times for kBT = 0.1 and 0.2.
This might be related to the finite signal in the zero-frequency
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FIG. 4. Finite-size analysis of the current, electronic energy, and photoemission spectrum for the 2D spinful Holstein model on the square
lattice. For each observable, we compare the size dependence of the plain system [(a)–(c)] with the situation where one magnetic flux quantum
� = 1 is threaded through the entire lattice [(d)–(f)]. Here, λ = 0.15, kBT = 0.05, �t = 0.1.

optical conductivity observed above the CDW transition in
the Falicov-Kimball model, which has been interpreted as an
effect of weak localization at small interaction strengths [62].

Finally, Fig. 6 shows P(ω) for the 2D case before and after
the pump is applied. The noninteracting system has a van-
Hove singularity at ω = 0 that is split by the Peierls distortion.
As already discussed for the 1D case, the occupation of the
equilibrium spectrum in Fig. 6(a) is governed by the Fermi-
Dirac distribution. Application of the pump field leads to a
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FIG. 5. Time-dependent response of the 2D spinful Holstein
model on the square lattice for different initial temperatures. For the
pump field shown in panel (a), we plot (b) the electronic energy and
(c) the current. Here, λ = 0.15, L = 16, and � = 1.

broad range of excitations in the upper band, as can be seen
in Fig. 6(b). In the CDW phase, we find well-defined peaks
in the upper and lower bands which get smeared out as the
temperature reaches kBTc ≈ 0.1. While the Peierls gap might
disappear in the transient regime, it is recovered once the pulse
is over. Furthermore, we find that with increasing kBT spectral
weight transfers towards the upper edge around ω = 4.0. Note
that the low-amplitude oscillations in the spectra, especially at
high kBT , arise from the statistical fluctuations in the Monte
Carlo data; the large-amplitude oscillations in Fig. 6(b) are a
real effect.

V. CONCLUSIONS AND OUTLOOK

We have shown that the real-time evolution of electron-
phonon models driven by a time-dependent electromagnetic
field can be calculated efficiently in the adiabatic limit. To
this end, we used a classical Monte Carlo method that sam-
ples the equilibrium phonon distribution and combined it
with nonequilibrium Green’s function techniques. For each
Monte Carlo configuration, we solved a noninteracting but
time-dependent electronic model with static phonon fields �q
as the phonons lose their dynamics in the adiabatic limit.
This simplification allowed us to reach system sizes of 162
sites for a 1D chain and 16 × 16 sites for the 2D square
lattice, which is sufficient to control finite-size effects. We
demonstrated that size effects in nonequilibrium observables
can be substantially reduced in the presence of a magnetic
flux quantum threaded through the square lattice—a common
trick in equilibrium Monte Carlo simulations [61]. We pre-
sented results for the 1D and 2D Holstein model driven by a
time-dependent pump field. For different initial temperatures,
we calculated the transient dynamics of the electronic energy
and the current as well as the photoemission spectra before
and after the pulse. We observed that thermal fluctuations
enhance the system’s ability to absorb energy from the pump.
Moreover, the current is only slightly damped within the CDW
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FIG. 6. Photoemission spectrum of the 2D spinful Holstein
model on the square lattice (a) before and (b) after the pump for
different initial temperatures. Here, L = 16, λ = 0.15, and � = 1.

phase of the 2D model, whereas phonon fluctuations lead to a
stronger suppression of j(t ) in the disordered phase. Finally,
we were able to resolve the fine structure in the photoemission
spectra which appears in the CDW phase and gets smeared
out by thermal fluctuations. All in all, we demonstrated that
the classical Monte Carlo approach is well suited for studying
driven quantum systems coupled to classical degrees of free-
dom. The formalism outlined in this paper not only applies to
electron-phonon models but also to other types of interactions
as they appear, e.g., in the Falicov-Kimball model or the
double-exchange model.

The adiabatic limit is expected to be a good approximation
for short times after the pump has been applied. In this regime,
the electrons can scatter off the thermally induced phonon dis-
order and relax toward a state with zero current. However, the
static phonons prohibit the exchange of energy between elec-
trons and phonons which is crucial for the correct long-time
behavior observed in experiments. To include these effects,
one has to solve the full quantum phonon problem, which is
significantly harder than the adiabatic limit discussed in this
paper; indeed, no algorithm is known that will work for large
system sizes and long times on these types of problems. For
example, exact diagonalization results of the nonequilibrium
problem are available on only up to eight lattice sites [13].
A recent DMRG study of the 1D Holstein model driven far
from equilibrium reached timescales of t ≈ 6 on 13 sites [16],
whereas larger systems were obtained for a weakly driven sys-
tem [15]. For both methods, the growing phonon occupation
in the unbound bosonic Hilbert space prohibits simulating to
longer times. Moreover, DMRG works best at zero temper-
ature and at high phonon frequencies where the separation
between the free-phonon energy levels is large [16]. By con-
trast, the Monte Carlo method discussed in this paper works at
ω0 = 0 and finite temperatures, where larger system sizes and
longer times can be obtained. It has the advantage that it is also
applicable to 2D where the out-of-equilibrium response can be
studied across the finite-temperature Ising transition for these
CDW-ordered systems. We expect that our finite-temperature
results remain accurate for low phonon frequencies, as long as
kBT � ω0. To obtain a dynamical response of the phonons,
it is possible to include an approximate molecular dynam-
ics where the phonons are propagated using their classical
equations of motion [63], as has been done for ground-state
simulations [11,12,64] and finite distributions for the initial
phonon configurations [65,66]. Nonetheless, finite phonon dy-
namics takes place on timescales proportional to the inverse
phonon frequency. If the electronic system is driven out of
equilibrium by a short pump pulse, our results obtained in the
adiabatic limit will be a good approximation at least until the
phonon dynamics sets in.
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